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Criterion II – Teaching Learning and Evaluation 

2.3.1.: Student centric methods, such as experiential learning, participative learning and 

problem-solving methodologies are used for enhancing learning experiences and teachers use 

ICT- enabled tools including online resources for effective teaching and learning process  
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COMPARATIVE STUDY OF MACHINE LEARNING AND 

DEEP LEARNING ALGORITHM FOR FACE 

RECOGNITION 

Nikita Singhal1, Vaishali Ganganwar2, Menka Yadav3, Asha Chauhan4, Mahender 

Jakhar5 and Kareena Sharma6 

(Received: 28-Jun.-2021, Revised: 17-Aug.-2021, Accepted: 19-Aug.-2021)  

ABSTRACT  

In the present world, biometric systems are used to analyze and verify a person's distinctive bodily or behavioral 

features for authentication or recognition. Till now, there are numerous authentication systems that use iris, 

fingerprint and face feature for identification and verification, where the face recognition-based systems are most 

widely preferred, as they do not require user help every time, are more automated and are easy to function. This 

review paper provides a comparative study between various face recognition techniques and their hybrid 

combinations. The most commonly used datasets in this domain are also analyzed and reviewed. We have also 

highlighted the future scope and challenges in this domain, as well as various Deep Learning (DL)-based 

algorithms for facial recognition. 

KEYWORDS 

Face recognition, Local binary pattern, Convolutional neural networks, Principal component analysis, Histogram 

of oriented gradient. 

1. INTRODUCTION 

With the evolution of humans in every field of technology, there is a need to control who can access the 

place, machinery or information; so, we require an authentication system. There are many human 

authentication systems, such as signature, password, pin and biometric systems that have been 

developed. Face authentication systems have become popular as they doesn’t disturb the privacy of the 

individual and there is no requirement to get in physical contact with the system, which helps in 

controlling the spread of diseases like viruses. Face authentication is defined as giving access to the 

authorized person; i.e., face identification problem. It is a two-step process; firstly face detection, which 

is the detection of the human face in the frame of the image or video and highlighting it by making a 

square around the face discarding the surrounding and secondly Face Recognition (FR), which means 

the face detected in the above step has to be verified with those present in the database and if there exists 

a match, then the person is authorized by the system; if not, then the owner can take the necessary 

measures. There are many factors the affect the FR algorithm, including physical factors (e.g. 

illumination, occlusion) as well as facial features (e.g. twins, relatives, pose and aging factor). The 

methods addressing all these issues have been surveyed in [1] by Mortezaie et al. To achieve the best 

results for FR, we also require expertise in the subject of psychology, so that we can study the feature 

characteristics of the face. Lots of work has been done on the FR from the standard algorithms, like 

Principal Component Analysis (PCA), Local Binary Pattern (LBP) to the latest DL methods, like 

Convolutional Neural Networks (CNNs).  

The organization of the paper is as follows. In Section 2, we provide the main steps involved in the 

process of FR. In Section 3, we summarize the various FR algorithms based on ML and DL. In Section 

4, we provide open challenges and directions for future scope and in section 5, we conclude the work. 

2. STEPS INVOLVED IN THE PROCESS OF FR 

FR can be considered as a way of authentication and verification. In this sence, a new unknown face is 

matched with various other faces present in the database which all have known entities. After this 
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ABSTRACT 

 

In this paper, we have studied LSTM (Long Short- Term Memory) network and presented a siamese adaptation of it for 

labelled data composed of variable-length pattern and pairs. Our model first takes in right answer and then assesses semantic 

similarity between the right answer and the given answer. In order to accomplish these we use word embedding vectors which 

are supplemented with synonymic information to the LSTMs. These vectors encode the expressed underlying meaning of the 

sentence which is of fixed size. The wording and syntax are also taken care of. We limit subsequent operations that rely on the 

simple Manhattan metric. The model's learned sentence representations are compelled to a highly structured space. The 

geometry of this space represents complex semantic relationships. Our results show that LSTM’s can be really powerful 

language models and are especially suited to tasks which require intricate understanding. 

 

Index Terms—RNN, LSTM, NLP 

 

I. INTRODUCTION 

Examining and evaluating answer sheets are time-consuming testing tools for assessing academic achievement, integration of 

ideas, and recall; however, manually generating questions and evaluating responses is costly, resource-intensive, and time-

consuming. Manual evaluation of answer sheets takes up a notable number of instructors, a lot of valuable time and so it is a 

high-cost task. Also, different security concerns regarding paper leakage is one of the other challenges to conquer. The goal 

of this project is to create an automated examination system using machine learning, the natural language toolkit (NLTK), 

and the Python environment, Recurrent Neural Networks and web technologies to provide an inexpensive alternative to the 
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Abstract:  Back in 2014, Ian Goodfellow dreamt up the idea of Generative Adversarial Net-works (GANs), since then a lot of work 
has been done in the field of Automatic facial image generation. There are already some papers regarding the anime character 
generation using different GAN algorithms with good results but not so efficient. In this work, we explored the StyleGAN2 for 
training our clean and well-suited data-set and obtained an efficient and promising result.For public convenience, we built a 
website that will allow users to obtain required anime character by giving few characteristics.  
Index Terms – Deep Learning, Generative Model, Anime 

I. INTRODUCTION 

The automated generation of cartoon/anime characters allows for the development of custom characters without the need for 
technical skills. It will easily provide cartoon designers or anime character designers with their custom design. It will save a lot of 
time. A clean data set from the anime characters database and STYLEGAN2 model is used in order to obtain the promising result. 
Generative Adversarial Networks (GANs) offers a very powerful unsupervised learning. It consists of a system of two competing 
neural networks and is able to analyse, capture and copy variation within a data set. Some applications of anime character 
generator includes manga, magazines, anime series etc. 
 

 
Figure 1. StyleGAN Generator Model Architecture 
Taken from: A Style-Based Generator Architecture for Generative Adversarial Networks. 

II. LITERATURE SURVEY 

GAN since their introduction in 2014 have shown outstanding results in various fields from image generation to feature transfer. 
It can be broken down into three parts : 
Generative : To build a generative model, which is nothing but a probabilistic model that explains how data is produced. 
Adversarial : The teaching of a model takes place in a competitive setting. 

http://www.ijcrt.org/
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Abstract— One of the technologies that has been showing 

possibilities of application in educational environments is the 

Mixed Reality (MR) comprising of both Augmented Reality(AR) 

and virtual Reality(VR), in addition to its application to other 

fields such as tourism, advertising, video games, among others. 

The primary reason for this research work is to depict and 

condense trials with production training and education 

applications utilizing mixed reality gadgets. The entry of new and 

further developed mobile devices opens up more opportunities 

for the applications to develop and be circulated. This paper tries 

to build upon the current state of mixed reality and its 

application in education. The first segment describes basic 

structure of mixed reality and its different parts. Following 

segments give a definitive structure of some experimental 

applications that were developed for the mixed reality, with the 

inference taken from the data of experiment done by the National 

university of Columbia on secondary school students and lastly, 

the paper shows the benefits of those applications over the 

traditional teaching methods and the basic user reactions to 

them. 

 
Index Terms—Mixed Reality, Augmented Reality, Virtual 

Reality, Mobile Devices, High-End, Teaching-Learning 

Processes, Virtualization. 

 

 

I. INTRODUCTION 

Mixed Reality (MR) which includes Augmented and Virtual 

Reality (AR and VR) is an emerging technology and that is 

being driven and included in modern Education. The most 

noteworthy purpose behind the applications is that individuals 

discovered MR plays a basic and fundamental part in making 

the experience of any object virtually. In any case, MR gadget 

was excessively costly as of not long ago, the MR equipment 

is sufficiently cheap enough these days to be connected all the 

more widely [6]. Mixed reality is the result of blending the 

physical world. Mixed reality is the next evolution in human 

computer interaction (HCI) and hence unlocks possibilities by 

advancements in mobile technologies and new mixed reality 

devices. The term mixed reality was originally introduced in a 

1994 paper by Paul Milgram and Fumio Kishino, "A 

Taxonomy of Mixed Reality Visual Displays." Their paper 

introduced the concept of the virtuality continuum and focused 

on how the categorization of taxonomy applied to displays. 

Since then, the application of mixed reality goes beyond 

displays but also includes environmental input, spatial sound, 

and location [4].   In real time applications, users concentrate 

on the both real and virtual conditions. Comparted to the 

existing approaches, virtual reality compelled in the virtual 

environments. These interactions mimic our natural behavior  

 

 

 

 

 

of interaction, such as objects getting bigger as you get closer and 

the changing of perspectives as you move around an object [3]. 

 
II. REALITY-VIRTUALITY CONTINUUM 

 

 
Fig. 1. Mixed Reality (MR) 

 
 

Augmented reality (AR) is an emerging technology that is 

being driven and included into different environments 

education. In the Horizon 2017 report, which reported that 

performs to identify and describe emerging technologies that 

will have an impact on learning, teaching and creative  

research in education, he reality is highlighted increased as a 

key trend since 2016 for improve digital literacy. Augmented 

reality innovation has been utilized as a part of a few fields, 

for example, pharmaceutical, mechanical autonomy, 

fabricating, machine repair, flying machine reenactments, 

diversion, gaming and training. Enlarged the truth is an 

innovation that interfaces the PC world to the human world. 

Other than that, increased the truth is additionally 

characterized as an innovation that enables clients to see this 

present reality with PC created objects superimposed. As 

indicated by, at first, the enlarged the truth was utilized for 

military reason to build up a propelled pilot training program. 

These days, enlarged the truth is additionally executed in the 

instruction field [2]. 

A few investigations demonstrate that expanded the truth can 

improve the instructing and learning background. Coordinated 

increased reality in the instruction field draws in the student to 

investigate this present reality by utilizing media components, for 

example, writings, recordings and pictures as supplementary 

components to lead examinations of the surroundings. Increased 

the truth is likewise ready to expand the coordination of this 

present reality with advanced learning assets in three 

measurement (3D) frame. For instance, the utilization of 

expanded reality empowers student to learn troublesome logical 

wonders in Chemistry, for example, synthetic bond. Science is a 

reasonable subject that requires dynamic ideas for inside and out 

comprehension.  
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Abstract—Over the past years, insurance industry poses many 
challenges, one of them is maintaining the data either in legacy 
systems or in paper files for underwriting transaction. Most of 
the insurance companies are automating their data collection 
process. Traditionally, information of the client (such as personal 
details, medical records etc.) who needs insurance is sent to the 
underwriter through an email and after proper analysis, 
underwriter sends the quickQuote back to the agent based on his 
intuition and experience. Generally, quickQuote consists of 
insurance approval conditions and insurance plan name. Due to 
enormous amount of diseases and medicines, complexity in 
underwriting process has been increased. In a nutshell, an 
improved and optimized way of underwriting process is required. 
Introducing Artificial Intelligence can help to transform the 
traditional underwriting process to smart one. Usually data given 
to the underwriter is in unstructured format. Using Natural 
Language Processing and by training numerous statistical 
machine learning classifiers over the unstructured texts,
important features were extracted out from unstructured emails.
Main challenge is to exploit the information embedded in emails 
using automated tools, because of noisiness, uncleaned and 
unstructured data. Based on the features extracted, a model was 
trained and tested for unseen mails to get the proper insurance 
plan name and advice. This data was drafted to a template and 
sent back to the agent through an automated email reply. Main 
Objective of the project is to handle dynamic situations efficiently 
and to automate the underwriting task. 

Index Terms— Information Extraction, Machine Learning, 
Underwriting, Mining of Text, Natural Language Processing 

I. INTRODUCTION

Underwriting is one of the most crucial task for any 
insurance company. Over the years, data is maintained either in 
legacy systems or in paper files for underwriting transactions. 
Main driver for better performance is to grow beyond simple 
calculations into the realms of business intelligence and 
analytics [1].Traditionally examination aspect of underwriting 
is coupled with data to enhance the capabilities of predictive 
analytics which can be used for transforming insurance 
business. Complexity of underwriting process has been 
increased with the increase of data. An AI based decision 
support system is required which can act as underwriter and it 
should be capable enough to take decisions based on the 
trained data. 

Initially, agent will record and draft the personal 
information of client in text format and send it to the 
underwriter using email [7]. This data will be unstructured and 
needs cleaning, so that important features can be extracted out 
and based on it, proper results can be given. In the mail, apart 
from personal information of client, medical text is also 
present.  These medical texts can carry important information 
about previous and current medical record, symptoms as well 
as any judgement given by physicians[2].NLP techniques were 
used for the data of medical text to perform tasks which are 
important, like, preprocessing, detection of features as per 
context and entity extraction [3][5][9].These features could be 
any type of disease, medication, bad habit, symptom, surgery, 
procedure or any past medical history and it should be 
unbiased, relevant to the context and contribution 
comprehensive. Natural Language documents are considered as 
bags of words (which is a count for number of term 
occurrences) and refining those to bag-of-concept from bag-of-
concepts model to extract highly probable or richer concepts 
from health records[8].Some pre-processing is required to
extract information which includes structure analysis of 
document, tokenization, part-of-speech tagging, spell checking, 
disambiguation of word sense, sentence splitting and parsing. 
During feature extraction, situation dependent features like 
negation and subject identification plays a vital role. For 
feature extraction, techniques like pattern matching based on 
symbolic rules, or based on statistics and machine learning can 
be used [4][11]. After knowledge extraction, relation between 
information and standard terminologies were checked which 
can be further used for analysis purpose. This will give the 
training feature set which will be further given to the classifier 
we are using. All the steps will collectively help the decision 
support system.  

Following is the organization model of the paper: section II 
explains the design of the system. Section III discusses the 
approach and working of the system. Section IV is the result of 
experimentation. Section V concludes the paper. Finally, 
section VI is the acknowledgement followed by important 
references which were used in the research work.   

2018 3rd International Conference for Convergence in Technology (I2CT) 
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ABSTRACT 

Recent researches and surveys have provided us with the evidence that distracted driver is a major cause of vehicle crashes all 

around the world. In-vehicle information systems (IVIS) have raised driver safety concern and thus, detecting distracted driver 

is of paramount importance. The project (or paper) shows a method of real-time distraction detection and initiates safety 

measures. In the realization of this project we have used Web-Cam, Raspberry Pi (a low cost, small size computing device), along 

with concepts of deep learning and convolutional neural networks. We classify drivers into multiple categories of distraction, 

some of them are texting, drinking, operating IVIS etc. Web-Cam feeds the classifier with real-time images of the driver of a 

particular vehicle. The system also constitutes a buzzer alarm which rings once the distraction is detected. 

Keywords: Machine Learning, Convolutional Neural Network, Classification, Hyper parameters.  

1. INTRODUCTION 

Distracted driving is characterized as a movement which 

redirects a man's concentration or consideration from his 

fundamental errand of driving. These sorts of exercises 

incorporate utilizing a cell phone, eating and drinking, 

discussion with co-travelers, self-preparing, perusing or 

watching recordings, modifying the radio or music player and 

notwithstanding utilizing a GPS framework for exploring 

areas. Among the greater part of the above, cell phone 

utilization is said to be the most diverting component. 

Diverted driving has been distinguished as an essential hazard 

factor in street activity wounds. Cell phone use has formed 

into an essential wellspring of driver diversion as it can 

prompt drivers to take their consideration off the street, 

consequently making vehicle tenants more helpless against 

street crashes. The utilization of cell phones while driving 

causes four kinds of commonly non-selective diversions – 

visual, sound-related, subjective and manual/physical. While 

visual diversions make drivers turn away from the roadway, 

manual diversions require the driver to grasp their hands off 

the guiding wheel; sound-related diversions cover those and 

Sounds that are critical for the driver to hear while driving 

and intellectual ones incite the driver to consider an option 

that is other than driving. 

A system with web-cam integrated to raspberry pi running 

python classifier can be used to capture the image and 

classifying it into either distracted state or safe driving state. 

If the driver is in a distracted state, a buzzer alarm is 

generated. For classifier, we have obtained the dataset of 

drivers driving in different states. This is fed in as our training 

data set and with an open source machine learning python 

library Scikit-Learn a classifier is generated to predict the 

distracted state of the driver. Following states of the driver is 

to be predicted: texting, talking to co-passengers, phone call, 

looking left or right, reaching back seat, self-grooming, 

operating IVIS and eating or drinking. We aim at building an 

integrated system of webcam and classifier model based on 

Convolutional Neural Network which would classify images 

based on different states of the driver. The training set used 

for building the model has been taken using a static driving 

https://www.ijariit.com/
http://www.ijariit.com/?utm_source=pdf&utm_medium=edition&utm_campaign=OmAkSols&utm_term=V4I3-1387
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and Two-Parameter Model

Nikita Singhal, Amitoz S. Sidhu, Ajit Kumar Pandit,

Shailendra Pratap Singh Sengar and Tutu Kumari

Abstract Much research and implementation has been done in the field of adaptive

learning, while many such platforms exist almost none of them have tackled the

problem of maintainability of such high demand systems. This paper proposes a

new system using naive Bayes classifier and two-parameter model of IRT to

develop a low cost, easy to maintain, self-evolving test platform. The proposed

model harnesses the knowledge of the community while implementing powerful

test theory. The paper discusses in detail the major modules of the system along

with the related theory. The proposed model incorporates machine learning and IRT

to provide a state of the art system while still being a community powered platform.

The scope of the proposed model is visited. This paper provides a direction and

precedent for the development of a new breed of low maintenance high capability

test platforms.

Keywords Item response model � Naive Bayes model � CAT
(Computer adaptive Test) � Two-parameter model � Recommendation system
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Abstract - Technology is advancing day by day, more advanced cars are being built every year but still we are not able to reduce 
the no. of road accidents. Approximately 1.35 million people die each year as a result of road traffic crashes. Road traffic crashes 
cost most countries 3% of their gross domestic product. More than half of all road traffic deaths are among vulnerable road users: 
pedestrians, cyclists, and motorcyclists. 
 
When the vehicle is four-wheeler and an accident occur than the chances of serious injuries or even deaths increases. We need 
more efficient systems which can prevent the accidents and help us to reduce them. One of the most common mistakes committed 
by human driver is talking on phone while driving or not paying attention on the road. Sudden change of the lanes leads to 
accident. 
 
A lane detection system can be built and which can identify the lanes and indicate the driver on sudden alteration in the lanes. 
Most of the car companies have ongoing projects on these technologies. This can be done with the help of image processing. 
 
I. INTRODUCTION 
 

A lane segmentation system is built using image processing. Image processing can be done with help of the python library 
like OpenCV. OpenCV provides various functions and tools to work on frames captured by the camera. With the help of 
OpenCV many complex calculations can be done easily. 
 
For making a prototype we need a camera, a bot and a raspberry pi. The camera will be mounted on the top of the bot and the 
raspberry pi will be fit on it. The raspberry pi will be operated with the help of a battery. The camera will capture the live 
events and provide them to raspberry pi. The camera captures frames which are then passed to the raspberry pi which does 
further processing on the frames. We can even control the frame rate too. We need to import NumPy library in our code which 
provides a high-performance multidimensional array object, and tools for working with these arrays. 
 
For better efficiency and good outcome, we need powerful cameras. 
 
The model architecture is shown in figure 1. 
 
A. Morphological Transformations: 
 

Morphological transformations are operations which are performed on the images on the basis of their shapes. The image is 
first converted in binary form and then the transfor-mations are applied. Two inputs are given to the function. First is the 
original image and second is the kernel or the structuring element which decides the nature of the operation. There are many 
types of morphological transformations. The two basic types are Erosion and Dilation. 
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Abstract— There are various news/articles which cannot be 

read completely in the hush of our daily schedules. Thus, 

summarization comes into picture. This paper focuses on 

summarizing a text using neural networks which creates a 

summary containing the important key points of the 

text/article. This summarization will be done using neural 

networks (word2vec model).It will focus only on English 

articles. The input given will be in .txt format. Thus it will 

make a lot easier to get a quick summary of the long articles 

and derive the conclusion about what is there in the articles 

and whether they are relevant for a user according to their 

interest. 

Key words: Word2vec, Neural Network, Abstractive, 

Extractive, LSTM 

I. INTRODUCTION 

As the amount of information on the web is increasing rapidly 

day by day in different format such as text, video, images. It 

has become difficult for individuals to find relevant 

information of the interest. When user queries for information 

on the internet he gets thousands of result documents which 

may not necessarily be relevant to his concern. To find 

appropriate information, a user needs to go through the 

complete documents which results in information overload 

problem which leads to wastage of time and efforts. To deal 

with this situation of dilemma, automatic text summarization 

plays a vital role [6]. Automatic summarization compresses a 

source document into meaningful content which reflects main 

thought in the document without altering information. Thus it 

helps user to grab the main notion within short time span. If 

the user gets effective summary it helps to understand 

document at a glance without checking it completely, so time 

and efforts could be saved. Text summarization process 

undergoes in three steps analysis, transformation and 

synthesis. Analysis step analyzes source text and select 

attributes. Transformation step transforms the result of 

analysis and finally representation of summary is done in 

synthesis step. 

 In an abstract summary, the summarized text is an 

interpretation of an original text. The process of producing 

involves rewriting the original text in a shorter version by 

replacing wordy concept with shorter ones[9]. 

II. RELATED WORK 

 Types of Summarization  

A large document is entered into the computer and 

recapitulated content is returned, which is a non-redundant 

extract from the original passage. Automatic text 

summarization process model can be divided into three steps. 

First is the preprocessing of source text, second is 

interpretation of source text representation and source 

representation transformation to summary text representation 

with an algorithm and in the final step, summary text 

generation from summary representation [10] . 

 Feature extraction for Wikipedia articles is done 

using ten different feature scores which is fed to the neural 

network and the neural network returns single value 

signifying the importance of the sentence in the summary[8]. 

 There are two distinct types of features: non-

structured features (paragraph location, offset in paragraph, 

number of bonus words, number of title words, etc.) and 

structured features (rhetorical relations between units such as 

cause, antithesis, condition, contrast, etc.) [2] 

 Extractive Method:  

Extraction is mainly concerned with judging the importance, 

or indicative power, of each sentence in a given document 

[1].Extractive text summarization involves the selection of 

phrases and sentences from the source document to generate 

the new summary. Techniques involve ranking the relevance 

of phrases in order to choose only those most relevant to the 

meaning of the source. Extractive summarization is basically 

just picking up the words from the text as it is which are 

important and putting them in the summary. No interpretation 

of the text is done in this process .We also anticipate that shod 

sentences are unlikely to be included in summaries[3]. 

 There are four major challenges for extractive text 

summarization as follows: identification of the most 

important pieces of information from the document, removal 

of irrelevant information, minimizing details, and assembling 

of the extracted relevant information into a compact coherent 

report[5]. 

 Abstractive Method: 

Abstractive text summarization involves generating entirely 

new phrases and sentences to capture the meaning of the 

source document. This approach is commonly used by 

humans for getting the summary but it proves to be a 

challenging approach. Classical methods operate by selecting 

and compressing content from the source document. 

Abstractive summarization techniques tend to copy the 

process of ‘paraphrasing’ from a text rather than simply 

summarizing it. The abstractive method is more difficult and 

complex as compared to extractive.It copies the way human 

gets the summaries.   

 Techniques of Summarization 

 Bag of words:  

This model is a simplified representation which is used by 

natural language processing and information retrieval (IR). A 

text which can be a sentence or a document is represented by 

bag (multiset) of its words, disregarding grammar and even 

word order but keeping multiplicity. In this approach, words 

are tokenized which are used for each observation and 

frequency of each token is found.  

 TF-IDF:  

Tf-idf refers term frequency-inverse document frequency, 

and the tf-idf weight is a weight often used in information 

retrieval and text mining. TF-IDF weight is a statistical 

measure which is used to evaluate the importance of a word 

in a document in a collection or corpus. The importance 

shows proportional behaviour to the number of times a word 
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Abstract—In the present scenario, digital data generation, data consumption becoming necessary due to advancement in 
technology. The business process are taking advantage of the available data. The human data processing becoming 
important in various types of applications like person authentication, verifications automatically by the machines. One of 
the application is to identify the person automatically by the machine. 

Face recognition technology is available for use for couple of years. The face recognition technology is limited by the use of 
the restricted environment. In this paper, the method for person identification in unrestricted environment is presented 
using deep neural network. The face recognition and body part recognition these two important steps are used to identify 
the person. 

Keywords--Face recognition, deep learning, Person Re-identification. 

1. INTRODUCTION 

Identification of the individual person using various technologies becoming important due to the use of person 
identification in various applications like verification as airport, different unities, digital transactions, access to the 
restricted area or information. 

The person identification problem has been studied for several years, but the human like performance for person 
recognition by the machine is not achieved. There are many challenges for the person identification such as size, color, 
orientation and occlusion. The face recognition, recently available for use in the restricted environment.  

The person identification is done using face matching process. In this case, face images are stored in the face database. The 
unknown face image is matched with the face images available in the face database. The Face Recognition is implemented 
to person recognition but the constraints is the person should be close enough and also should front towards the camera. 
This process of face identification has limitations for real time face recognition application.  

In surveillance application, person recognition becoming very important as video cameras are installed in different areas. 
Previous work related to the Identification of Person is done through Facial Recognition only and that in addition, when 
the person has to show himself in front of the camera with properly aligned face fronting camera. This approach was very 
tedious as each time person has to manually show himself in front of camera to mark himself present many areas. This 
produces large video data for the processing.  

The person identification in surveillance video is challenging problem due to several issues like person orientation, scale, 
occlusion by other objects, lighting illumination etc. This paper the problem of person Identification using process of the 
person re identification is explored. 

Person re-identification is the process of mapping images of the individual person captured from various cameras or in a 
different directions or in different situations or instances. Another way to define is allocating an identity (ID) to a person in 
multiple camera configuration. Generally the re-identification is limited to a minor duration and a small environment 
(area) covered by camera. Humans have that ability to recognize other persons by using descriptors based on the person’s 
characteristics related to body like height, face, clothing, hair style and shade, locomotion(walk pattern), etc. and this 
seems to be an easy problem for humans but for a machine to solve this problem is extremely difficult. 

In visual surveillance technique, it is very important to link or associate individual people across different camera 
orientations. Cross view individual person re-identification ensure automatic identification and structure of particular 
individual person-specific features or movements over huge expanded environment and it is important for surveillance 
used in many applications for example tracking people using multi-camera and in forensic search. Particularly, for doing 
person re-identification, one compares a query person (person to be identified) the image is captured by camera view 
against a database created of the many people captured in another view for creating a ranked list or array according to 
their comparison distance similarity index. 

The most existing methods or approaches in order to perform ReID (re-identification) by changing visual appearance such 
as shape of the face, texture of the body and color of individual or multiple person’s images. People’s appearance is 
naturally limited because of the unavoidable ambiguities related to visual ability and untrust due to appearance 
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Abstract 

In any shared space of resources it is very important to have a trustable way to record how and when the resources have 

been used and by whom. Similarly, in any cloud-based platform, collection of logs is an important activity required to 

have a trustable record of the activities performed by the users and pin point any malicious deeds performed. Forensic 

investigations however face a grave challenge of ensuring the integrity of the logs. The activity of collecting logs and 

ensuring their integrity becomes a necessity with regulations like SOX enforcing it on financial institutes. In this paper, 

IPFS has been employed to create a system which preserves all the meta- data of logs generated by the network activity of 

the virtual machine and guarantees the confidentiality, integrity and availability during any forensic investigation. The 

integrity of the logs is guaranteed by the IPFS system which creates a content-based hash for the logs and stores them 

securely. As files in IPFS are indexed by their hash, tampering with a log will result in creation of a new hash which 

won’t exist in the index. Index will still point to the original hash, hence integrity is achieved. In previous research, the 

systems could guarantee whether a log has been tampered with or not, but none provided a mechanism to recover meta- 

data of tampered logs to their original state. Using IPFS, this paper aims to make the system more secure and takes it a 

step forward by providing the meta- data of the original logs for the tampered logs. 

 

Keywords- IPFS, Cloud Forensics, Content-based hashing 

© 2019 –Authors  

 

1. Introduction 

With the advent of cloud servers in the IT world, more and more companies are opting for cloud servers to 

launch their application into the real world. With cloud servers gaining more and more users, it has lead to a 

necessity to increase the security of one’s account and usage in the clouds. With more users comes greater 

difficulty in managing those customers. To better manage their resources and ensure that they are not used for 

malicious activities, it is important that the CSPs keep a secure and trustable logging service to map the 

network activities performed by their customers using the VMs provided. Currently all the CSPs have their 

own database and a set of parameters that are stored. And whenever there is a case where the logs are needed 

the CSPs provide with the logs. In the current situation, during a forensic investigation, there are three 

involving parties: Cloud service provider (CSP), User, Cloud Forensic Investigator (CFI). During the 

investigation, while referring to a log, the investigator must blindly assume the credibility of the logs and 

Electronic copy available at: https://ssrn.com/abstract=3419772
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ABSTRACT 
 

This paper presents a holistic, non-intrusive approach for 

drunk and drowsy detection of the driver using computer 

vision techniques of facial landmark detection and motion 

detection. The driver's continuous real-time video feed is 

observed with the help of a smartphone camera. A single 

scalar quantity, Eye Aspect Ratio (EAR) which characterizes 

persistent eye blinks continuously analyses this feed. 

Simultaneously the system checks the body and the head 

movements using the differential imaging technique, which 

operates in real-time. A severity score indicating the fitness to 

drive is generated cumulatively using both methods. The 

driver is notified with the sound of an alarm if the results are 

positive based on a threshold value of the severity score.  

 

Keywords— Computer vision, Real-time processing, Motion 

detection, Facial landmark detection, Eye Aspect Ratio, 

Severity score 

1. INTRODUCTION 
Drunk and drowsy driving are the leading causes of road 

accidents across the world. Klauer et al. [1] have found that 

drowsiness increases the risk of an accident up to six times, 

which is further compounded due to nighttime conditions or in 

situations without prior sufficient sleep [2]. It is a well-known 

fact that the influence of alcohol is one of the major causes of 

reduced vehicular control and increased risk of accidents. 

Numerous studies have established that the risks of road 

accidents, injury or death increase exponentially under the 

influence of alcohol [3]. In Europe itself, there is an estimation 

of 10,000 deaths each year because of drunk driving [4]. 

Alcohol-impaired driving accidents contribute to approximately 

31% of all traffic casualties in the USA [5]. In China, Li et al. 

found that about 34.1% of all road accidents were alcohol-

related [6]. All of these studies indicate serious human lapses 

and avoidable causes of death, which can be prevented by 

proper monitoring and alerting technology. Therefore, it is 

essential to develop a holistic, non-intrusive system to 

continuously monitor a person’s physical and facial movements 

and to alert them at critical moments to avoid road [17] and 

[18]; techniques using a stereo camera [18] and [19]. Some of 

these techniques have also been converted into commercial 

products such as Smart Eye [18], Seeing Machines DSS [19], 

Smart Eye Pro [18] and Seeing Machines Face API [19]. 

However, these commercial products are still limited to 

controlled environments and require laborious calibration 

techniques. Thus, there is a long way to go before a reliable and 

robust commercial product is built in this category. 

 

The existing systems based on real-time driver monitoring, 

using image processing techniques are largely tackling one 

aspect of the problem, i.e. either drowsiness or drunkenness. To 

accidents, thereby significantly preventing serious injury and 

loss of lives. 

 

2. RELATED WORK 
Existing methods use both active and passive techniques to 

develop real-time monitoring systems. Active methods use 

special hardware such as illuminators [7], infrared cameras, 

wearable glasses with special close-up cameras observing the 

eyes [8], electrodes attached to the driver's body to monitor 

biomedical signals, like cerebral, muscular and cardiovascular 

activity [9] [10]. These methods provide reliable and accurate 

detection. However, the cost of such specialized equipment is a 

major drawback hindering their popularity. These equipment 

are also intrusive that is, it causes annoyance to the driver's 

body and hinders regular driving. The unusual effect of driving 

in the presence of invasive instrumentation reduces the 

drowsiness in testing and simulation conditions. Consequently, 

the efficacy of such models is limited in real road conditions. 

Most of them are yet to be effectively introduced in the market. 

 

Passive techniques in monitoring systems majorly rely on the 

standard remote camera. A set of these passive methods are 
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Abstract—Autonomous vehicles are good at mundane driving
tasks. Merging in traffic is challenging task. Humans look for
a empty slot in traffic and guess the behaviour of other drivers
on road to perform the merge maneuver and avoid deadlock.
This dynamic makes it even more challenging for autonomous
vehicles. An autonomous vechicle cannot consider other cars on
the road as moving objects; the human behaviour has also to be
considered.

Keywords : Autonomous vehicle, Partially Observable Makarov
Decision Process, Reinforcement learning, belief, driver model.

I. INTRODUCTION

Autonomous or self-driving vehicles is rapidly developing
field mainly due to developments in machine learning tech-
niques and advantages it provides that includes improved safety,
reduced congestion, lower emissions and greater mobility. A
lot of research has happened in motion planning and obstacle
avoidance algorithms using probabilistic methods and it remains
an active area of research with developments in machine
learning. While transporting passengers or goods from a
given origin to agiven destination, motion planning methods
incorporate searching for apath to follow, avoiding obstacles
and generating the best trajectory that ensures safety, comfort
and efficiency.

The goal for motion planning for autonomous vehicle is
to select a collision free trajectory that fulfills the mission
goal, reaching the destination as fast as possible, while at the
same time taking into account the effect of our own motion on
surrounding traffic participants. In congested traffic, it is not
always for a vehicle to progress along its route without any
negative effect on other participants such as requiring them to
slow down slightly.

The remainder of the paper starts with a presentation of
related work (Section II). It is followed by a presentation of
approach (Section III). Based on that, we present implementa-
tion (Section IV) and experiment (??). Finally, a conclusion is
drawn (Section VI).

II. RELATED WORK

In dense traffic scenarios vehicle may come to a halt. With
no movement al all, it freezes. Cooperation and collision
avoidance models are required to prevent deadlock scenarios
aka freezing robot problem [2]. Planning for autonomous

Figure 1. Merging Scenario

systems is challenging because of interactions with other
dynamic systems in environment such as humans. Probabilistic
interaction models for online planning address this problem [3] -
[6]. Online planners take decisions in real time as they perceive
the environment. And so require heavy computation when
taffic is dense. Online planners take decisions or plan based
on inputs from environment that it simulates upto some future
time. This future time horizon is shortened due to computation
complexity [4], [7]. The behaviour policy of agent depends
on the environment model [8]. Policy performance increases
when the planning algorithm has access to information about
the driver internal state in lane changing scenarios [8].

Mutual influence between human and agent has been studied
using using data-driven approaches, probabilistic models,
inverse reinforcement learning, rule-based methods, or game
theoretic frameworks [3], [5], [6], [9], [10]. Schmerling et al.
demonstrated a datadriven approach to learn the interaction
model on a traffic weaving scenario involving two agents [5]
but is not suitable for dense traffic scenarios where more than
two traffic participants are interacting. Lane changing [11],
and intersection navigation [12], [13] are two of many driving
scenarios where reinforcement learning promises good results.

Here, we test a reinforcement learning agent’s ability to
interact with environment to successfully perform a merge
maneuver in dense scenarios. There is uncertainity associated
with behaviour of human driver. That leaves the autonomous
system devoid of an important input that can help it perform its
task efficiently. Deep Reinforcement learning can capture this
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Abstract— Optical Character Recognition (OCR) is a 
process or technology in which text within a digital image is 
recognized. It is mainly used for converting the transcribed, 
handwritten or any printed text to the text data that can be 
edited and reused. With rapid pace of technology, people want 
quicker, handy and reliable tools, which can fulfil their daily 
needs. With this moto we had gone forward and analyzed the 
existing tools and made up this WebApp, which provides 
seamless experience (No ads and easy-to-use), and great 
accuracy. While OCR technology was originally developed for 
recognizing the printed text, it can be used to recognize and 
verify handwritten text as well. The objective of this project is 
to allow automatic extraction of the information that a user 
wants from the paper document and using it wherever it is 
needed. This leads to reduction or sometimes eliminating the 
work of costly data entry. We also aimed to enable a way in 
which processing of the documents will lead to eliminate the 
human touches and therefore dramatically reducing the 
process time and the cost.

Keywords— Optical Character Recognition, Tesseract, 
Handwritten Text Recognition, Image to Text 

I. INTRODUCTION

Optical Character Recognition is the technology used for 
converting the transcribed, handwritten or any printed text 
documents such as scanned pages, images taken by any 
camera or phone into the text data that can be edited and 
reused. [1]. In other words, OCR takes a look on the photo of 
the text document (therefore it is called as "optical" process) 
and then recognizes the different alphabets, numbers or any 
other characters. This sub process is called as character 
recognition, which is used to fetch the characters from the 
image, and then these characters will be converted to text 
sentences for further use. This mainly aims to reduce the 
human workload, and it achieves the same as it is handy and 
it also saves the time as it provides all the text that the user 
was supposed to be retyping [2]. Our OCR WebApp is 
capable of giving out the output text quickly, but the 
handwritten text recognition takes little longer as it uses 
CUDA cores the operations. Generally the process of OCR 
has three stages, that are: Access (Scan) the image document, 
Recognize the text data and then save it into any convenient 
format or display it directly to the user for further use. [3].
With this in our context, the paper presents the design and 
procedure of the OCR WebApp, which consists of three 
sections that are: Image-to-Text, Real-time OCR (using 
webcam), and Handwritten Text Recognition. In this project, 
OCR uses Tesseract as an engine to display the text to the 
user and HTR uses a Deep learning model to classify the 
letters and display them to the user.

Following is the Figure 1, which shows the classic 
workflow model of OCR system that follows nine steps 
(excluding first and the last step) to extract the text from the 
document. These steps can be classified to main five steps 
that are, preprocessing, segmentation, feature extraction, 
classification and recognition. 

Fig. 1. Classic OCR procedure model 

II. OBJECTIVES 
Our project was made-up having following objectives in 

mind. It mainly aims to: 

� To allow automatic extraction of the information 
that a user wants from the paper document and 
using it wherever it is needed. This leads to 
reduction or sometimes eliminating the work of 
costly data entry. 

� To enable a way in which processing of the 
documents will lead to eliminate the human touches 
and therefore dramatically reducing the process 
time and the cost. 

� To take an image as input and give the editable text 
to the user which is recognized from the image 
document. 

� Provide the text with more than 95% accuracy for 
any document with standard quality. 

III. ADVANTAGES 
Following are some of the advantages of Optical 

Character Recognition: 
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Abstract: Online shopping websites are growing rapidly all around the world. These 

websites rely heavily on recommendations systems for generating suggestions on the basis 

of user preferences. Most of the system proposed so far either uses the text based or image 

based methods. The individual techniques have certain drawbacks which can be 

overpowered if both the techniques are used in hybrid. In this paper, we present a 

comparative study of techniques proposed by different authors. Along with the techniques, 

the achievement and future scopes are also highlighted. Out of all the approaches, we opted 

for a variety of NLP techniques (bag of words, IDF, TF-IDF and word to vector) for 

handling the text based queries and CNN (transfer learning) to deal with image based 

queries. 

Keywords: Natural Language Processing (NLP), Inverse Document Frequency (IDF), 

Term Frequency (TF), Convolutional Neural Network (CNN). 

1. Introduction

In recent years, the number of users of commercial websites, like Amazon, 
Myntra, Netflix, Youtube etc, has increased rapidly [9]. All of these e-commercial 
websites make great use of the recommendation system. With immensely growing data 
through electronics media, the user faces challenges in accessing the most suitable 
information. Though, this problem can be partially resolved with the help of information 

retrieval systems [8]. But, this approach does not include the user’s preferences or any past 
history. So, it is highly required to have a good recommendation system because it becomes 
difficult for the user to find what they require. It can assist customers in choosing products 
from a variety of items. A website that generates relatable recommendations can increase 
customer satisfaction with products and eventually increases the sales and business [7].  

However, the traditional recommendation systems are still struggling with the 

keyword matching methods [6]. To generate more user-relatable recommendations, 

image based recognition is also required [3][6][8]. Thus, a combination of textual 

and image based recommendation methods can be encapsulated to overcome the 

loopholes of individual techniques. 
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Abstract— Traffic Sign Recognition (TSR) is a crucial 

component of Advance Driving System Assistance System 

(ADAS). A TSR system helps the driver in safe driving as 

traffic signs provide invaluable information about the rules 

and regulation to follow while driving. This paper brings 

forth a proposal of a system that detects different types of 

traffic signs from camera feed in real time and provides 

output in audio format. YOLO v3 is used for real time 

recognition. The output is then converted to audio format 

using text to speech (TTS) API.  

 

Keywords— YOLOv3, Traffic sign, ADAS,  Machine 

learning, Convolutional Network, , Text to Speech, Darknet, 

Voice Feedback.  

I. INTRODUCTION 

Traffic sign detection and recognition is a very important 

field of computer vision which is used in Advanced 

Driving Assistance System (ADAS). Traffic signs or 

Road signs are visual cautionary representations erected 

at the side or above roads that give instruction or provide 

road guidance to road users. Traffic signs helps in 

maintaining order on roads and reducing accidents by 

provide information to motorists and pedestrians. They 

are the rules that are there for everyone to follow them, 

and they help to communicate between fellow drivers 

and pedestrians. They define statutory rights granted to 

vehicles, allow or prohibit certain actions or directions, 

warn about road conditions, define speed limit etc. 

Ignoring them is dangerous. 

Most signs make use of pictures, rather than words, so 

that they can be easily interpreted by people who speak 

different languages. They consist of various shapes and 

colors which can be used to distinguish and classify them 

easily by people as well as computers. Red, blue, green, 

yellow are the common colors that are associated with 

traffic signs and the shapes are mostly circular, triangular 

or rectangular.  

Various methods for traffic-sign detection and 

recognition have been proposed. However, recognition 

with respect to various viewing angles, different weather 

conditions and factors like occlusion still remains a 

challenging task and is an open research problem in the 

field of computer vision. 

In this paper, we are using You Only Look Once 

(YOLO) v3 for real time object detection.  

II. RELATED WORK 

Extensive research has been done by the computer vision 

and deep learning enthusiasts in this field.  

[1] and [2] shows that accuracies of  99.17% and 99.65% 

can  be achieved using the classifier which use Multi 

Column Deep Neural Network (MCDNN) but the 

networks are too large and are required to learn a large 

number of parameters. [3] shows that accuracy and 

reliability of the application which is working in real 

time can be improved. To achieve that, it uses the Faster 

R-CNN Inception-V2 model via transfer learning for 

traffic light detection and recognition for self -driving 

cars. 

[4] presents a new traffic sign detection approach by 

integrating both the Adaboost algorithm and SVR 

together which achieves a detection time of 0.05 - 0.5 

seconds for each image, precision of 94% and recall of 

80%. 

On the other hand, [5] uses YOLO v3 detector along with 

custom CNN based classifier to obtain a performance of 

92.2% for traffic sign detection and classification. There 

are  two types of object detection methods 

1. Two stage object detection- In the first stage object 



A Survey of Audio Synthesis and Lip-syncing for
Synthetic Video Generation
Anup Kadam1, Sagar Rane1,∗, Arpit Kumar Mishra1, Shailesh Kumar Sahu1, Shubham Singh1,
Shivam Kumar Pathak1

1Department of Computer Engineering, Army Institute of Technology, Pune, MH, India

Abstract

The fields like Media, Education and Corporations etc have started focusing on content creation. This has led
to the huge demand for synthetic media generation using less data. To synthesize a high-grade artificial video,
the lip must be synchronized with the audio. Here we have compared the various methods for voice-cloning
and lip synchronization. Voice cloning procedure include state of the art methods like wavenet and other
text-to-speech approaches. Lip synchronization methods describe constrained and unconstrained methods.
Various recent research like LipGan, Wav2Lip are discussed. The methods are compared and the best method
is suggested. Apart from studying and comparing the various methods, their drawbacks, future scopes, and
application are also there. Different social and ethical issues are also discussed.
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1. Introduction
The project is to make media generation and content
more individual-focused, personalized. We aim to
make Ads personalized such as by using the targeted
user’s name. Sending bulk personalized congratulations
videos, celebrations videos, etc. The core of our research
is to do audio synthesis is the speaker’s voice using
fewer data. At present media-generated is generic such
as Ads we see, video emails we get, etc [1]. Our project
purpose is to make generic media content specific to a
user. The user will be provided with premium services
where each video generated will be mailed to specific
clients with custom content of the user. In this kind of
service. The user will have to upload a file containing
email addresses corresponding to each string. The Ad
industry targets many ads on us through videos we see
on social networks (Facebook, Instagram, Twitter, etc),
video platforms (YouTube).

Deep learning has shown its potential in various
fields using machine learning. One of the major usage
of Deep learning is Text to Speech(TTS) [2]. While
the complete training of a single-speaker TTS model

∗Corresponding author. Email: sagarrane@aitpune.edu.in

is technically a form of voice cloning, the interest
rather lies in creating a fixed model able to incorporate
newer voices with little data. The common approach
is to condition a TTS model trained to generalize
to new speakers on an embedding of the voice to
clone [3]. This approach is typically more data-efficient
than training a separate TTS model for each speaker,
in addition to being orders of magnitude faster and
less computationally expensive. Interestingly, there is
a large discrepancy between the duration of reference
speech needed to clone a voice among the different
methods, ranging from half an hour per speaker to only
a few seconds. This factor is usually determining the
similarity of the generated voice with respect to the
true voice of the speaker. Apart from voice cloning, one
more important feature is lip synchronization [4]. There
have been many useful applications of lip syncing in
making a perfect synthetic video. Generally application
requires generic and speaker independent models. One
more challenge which we face is different sizes of lips
[5]. The audio and movement of lips go out of sync
which makes an automatic generated video look absurd.
Approximately, 1 sec out of sync lip movement is
identified by the viewers. To remove this out of sync
thing, we use lip-synchronisation technique.
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Abstract— Toxic comments refers to hatred online comments 

classified as disrespectful or abusive towards individual or 

community. With a boom of internet, lot of users are brought to 

online social discussion platforms. These platforms are created to 

exchange ideas, learning new things and have meaningful 

conversations. But due to toxic comments many users are not able 

to put their points in online discussions. This degrades quality of 

discussion. In this paper we will check the toxicity of comment. 

And if the comment is toxic then classify the comments into 

different categories to examine the type of toxicity. We will utilize 

different machine learning and deep learning algorithms on our 

dataset and select the best algorithms based on our evaluation 

methodology. Moving forward we seek to attain high 

performance through our machine learning and deep learning 

models which will help in limiting the toxicity present on various 

discussion sites. 

 

Keywords— Toxic Comments, Natural Language Processing, 

Machine Learning, Deep Learning, Text Classification, Multilabel 

Classification 

I. INTRODUCTION  

There is increase in number of people using internet. 

Internet is main invention for 21st century. According to 

website , the number of internet users have increased from 

1100 million in 2005 to 3969 million users in 2019 which 

is staggering 260% increase [1]. Hence, more people are 

using social networking and online discussion platforms. 

There is also a huge shift the way internet is used. In 

the initial days of the internet, people used to communicate 

with each other through Email. But with a platform like 

social media, we see that people got a way to keep in touch 

with their long-lasting friends, meet new peoples having 

same interests and hobbies. We are now more connected 

than ever. Not only discussion of friends and people, but 

social media has also evolved to support business needs. 

With increase in services like gaming and live streaming, 

more velocity of comments is added to sites. Social media 

has broken down many of the communication barriers 

between different consumer groups as well as between 

individuals. Hence no doubt that social media sites such as 

Facebook, Twitter, Reddit, etc. have become billion-dollar 

companies. 

Over these all years we have seen lot of instances 

where social media have played pivot role due to toxic 

comments and hatred. For example, Chief Minister of 

Uttar Pradesh State of India blamed social media like 

Facebook, Twitter, and YouTube for escalating tensions 

during communal conflict between Hindu and Muslim 

community in Muzzafarnagar, India in 2013 [2]. 

Kalamboli police on booked a man for abusing and 

threatening the police via a comment on a Facebook post 

[3]. Another example is of Riots that took place in DJ 

Halli, Bengaluru, India in 2020 over a provocative 

Facebook post against Islam that left 3 dead and many 

injured [4].  

On January 6, 2021 US Capitol Riots took place by 

supporter of Donald Trump. Many extremists had posted 

on Social Networking sites posts such as “occupy the 

Capitol”, “bring revolution”, etc. before riots [5]. Hence, 

it is very important to detect such threats, hatred, toxicity 

on online discussion platforms and social networking 

sites. Because not doing so can cause violence, riots, 

prevent good debates, make internet an unsafe place and 

can affect people mentally. 

Let us take an example of comment present in our 

dataset “Just shut up and stay shut. Don't edit anymore”, it 

can be easily identified that the phrases like “shut up”, 

“Don’t edit anymore”, etc. are negative and thus this 

comment is toxic. But it besides toxic we need to go 

through series of steps to classify comment using machine 

learning classification algorithms to verify type of toxicity 

of obtained results. 

We will use different machine learning and deep 

learning models on our Data set which is made available 

by Conventional AI in Kaggle.com. In this paper we will 

use Logistic Regression and Support Vector Machine 

Models with TF-IDF Vectorizer, Long Short-Term 

Memory with Glove and Word2Vec Embedding. We have 

used all models on given dataset and compare their scores 

to find which one will be best.  

The rest of the paper is arranged as follows. All the 

recent approaches being used for text classification and 

Natural Language Processing have been elaborated in 
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Abstract—With the advancement of artificial intelligence and
the computing community, it is now possible to efficiently
diagnose depression and its severity. Speech has features that are
useful for the various acoustic fields and one possibility is the
diagnosis of depression. Feature selection and domain knowledge
are the important aspects in designing and which also makes
process time and labor consuming. Deep learned features based
on neural nets have an edge over handmade features in terms
of performance. In this paper, we will use deep learned features
along with handmade features to effectively measure the severity
of depression. We firstly built deep convolutional neural networks
to learn deep learned features from raw speech waveforms and
spectrograms. Secondly, we extract the texture descriptors known
as median robust extended local binaries MRELBP (Median
Robust Extended Local Binary Patterns) from waveforms and
spectrograms. We then combine the raw and spectrogram DCNN
(Deep Convolutional Neural Networks) to increase the depression
recognition performance.

I. INTRODUCTION

Depression and anxiety disorders are increasing day by day.
A recent study after the COVID-19 pandemic shows that 1
in 5 people developing depression. Depression is a common
mental disorder. difficulty thinking coherently, sadness, loss
of interest in activities, changes in appetite and sleep patterns,
loss of energy and increased thoughts of suicide are symptoms
of depression.

Studies suggest that detection of depression at preliminary
stages can aid effective treatment in a fleeting time. Accord-
ing to WHO (World Health Organization) depression is the
fourth most mental disorder by 2020. People avoid getting to
psychologists to get support for their mental disorders.

Depression is one of the difficult to diagnose disease
because till now there is no such device or machine built
that can accurately measure severity. The common diagnosis
methodologies are assessments that rely on clinical judgements
subjective patient self-report on symptom severity.

Deep learning has been successful in various fields. Both
theoretical and practical knowledge suggests that deep learning

can learn a lot of information from audiovisual sources. Deep
learning has various variants such as probabilistic model, sin-
gle layer learning, convolutional neural networks, and Autoen-
coders. So, in this work how spectrogram patterns of speech
can benefit from the CNN (Convolutional Neural Network) on
depression severity prediction.

In summary, first to effectively capture vocal information
we develop an automated framework. Second, for estimating
depression severity we find complementary characteristics
between deep learned features and hand-crafted features. Third
deep learned features and hand-crafted features are combined
to measure the severity of depression from speech. Data
augmentation is proposed to address problems with small
samples.

The remaining paper is organized as follows earlier work on
acoustic depression analysis is discussed in section 2, proposed
framework and implementation details are discussed in section
3. Dataset and experimental results are discussed in section 4.
And in section 5 conclusion, future scope and challenges are
discussed. .

A. Related Work

Depression recognition sub challenge of the audio-visual
emotion challenge and workshop has been the platform for
researchers to publish various depression recognition ap-
proaches.

AVEC2013 and AVEC2014 datasets were used to develop
regression models and AVEC2016 and AVEC2017 datasets
were used for classification approaches. Recorded audio is
used in these datasets.

Competitive audio-based models for measuring depression
severity are described in the following section.

Researchers have used the AVEC2013 depression recog-
nition dataset to extract audio baseline features by using
the open-source openEAR (open-source Emotion and Affect
Recognition) toolkit’s feature extraction backend openSMILE.
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ABSTRACT 
During this pandemic we have seen rise in 

popularity of online learning platforms. In this paper, we are 

going to discuss E-Learning using analytics and deep learning 

focusing on mainly four objectives which are login systems 

for teachers and students, Gamification to engage learners, 

AR contents to increase the involvement of learners and 

learning analytics to develop competency. We will use Data 

Mining and Buisness Intelligence to extract high level 

knowledge from the raw data of students. To predict 

engagement of students we have used several ML algorithms. 

This study provides an introduction to the technology of AR 

and E-Learning systems. The main focus of this paper is to 

use research on augmented reality and integrate it with 

Buisness Intelligence and Data Mining(DM).  

Engaging student till the end of the course became 

really difficult for traditional E-Learning Platform. 

Therefore, Gamification in E-learning is good way to solve 

this problem. 
 

Keywords-- Business Intelligence in Education, 

Classification and Regression, Decision Trees, Random 

Forest, E-Learning 

 

 

I. INTRODUCTION 
 

FRAMEWORK 

The main framework could be made using any of 

the new technologies which provide and encourages rapid 

development and clean design should be open-source and 

can be easily accessible to everyone and should be fast and 

rigid when deployed. The following are the main pros of 

the framework: 

 Ridiculously fast. 

 Reassuringly secure. 

 Fully loaded. 

 Exceedingly scalable. 

 Incredibly versatile. 

Gamification in the Learning Platform 

Gamification is the mechanism of giving 

application some game like elements like giving badges, 

stars etc. Gamification helps in increasing motivation of 

learner by giving him sense of accomplishments. 

AR Implementation in the Learning Platform 

Augmented Reality (AR) have many advantages: 

a. Doesn’t require additional hardware. So that the 

default device is much sufficient to perform every 

function such as reading and scanning data from 

the camera device from the provided in the 

device. 

b. Provides a better learning process for learners as 

in Augmented reality and virtual reality 

operations the knowledge comes through in 

holographic or as a very descriptive   performance 

of data. 

c. Helps in long distance practical learning. As 

explained in the above point and as concerning 

situation of covid-19 is increasing practical 

knowledge can be provided very easily. 

d. Main advantage of augmented reality and virtual 

reality is that it can be applied to any level of 

educations regardless of any thing as it is only 

platform dependent 

LEARNING ANALYTICS 
During Pandemic of COVID-19 teacher are 

facing an a challenge to create and have faith in a system 

that could let them enable a more efficient and optimized 

manner of teaching. The huge chunk of data can play a 

huge role there. The rise in popularity in Buisness 

Intelligence and Data mining is due to Information 

Technology, that lead to increase in groth of buisness and 

organizational database. All the data like likelihood, 

habits, and patterns contains valuable information which 

helps in improving decision making and optimizing 

success rate. Humans can left some important details. 

Hence, this can help in automation of analysis of raw data 

and extration of high level information. 

BI can do a lot in education systems since there 

are multiple sources of data (e.g., traditional databases, 

web pages, offline accounting) and diverse interest groups 

(e.g., students, teachers, administrators, or alumni) for 

example there are lot of question we can answer using 
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Abstract—With the rise in digital media that has led to a 

more connected and informed society, has also come the 

proliferation of digital media sources. This in tandem with the 

wide adoption of image modification tools has created an acute 

problem of verifying the authenticity of images from unreliable 

sources. Moreover, advancements in deepfake technology can 

string together many images to create entirely new videos that 

are extremely realistic. These factors have led to the 

requirement of powerful tools that can determine fake images.  

Prior work on image manipulation detection has made 

progress and treated this problem as an image segmentation 

problem. We propose to consider this task as an object 

detection problem and create a model using Yolov5 

architecture. We create a synthetic manipulated image dataset 

using PASCAL VOC Dataset [1] to train our model. We also 

document the test results on the synthetic dataset as well as the 

standard COLUMBIA Uncompressed Image Splicing 

Detection Evaluation Dataset [2] to provide a benchmark for 

future research in this field. Our results prove that Yolov5 can 

be used to learn rich features [3] to perform image forensics. 

Keywords—Deep Learning, Machine Learning, Image 

Manipulation Detection, Deepfake Detection, Yolov5 

I. INTRODUCTION  

Advancements in Image modifying technologies have 
grown at an unprecedented rate worldwide. Software can 
easily be found to remove blemishes in photos, add make-up 
and to depict a perfect paradise. 

With advancement in these seemingly benign 
technologies, there have also been advancements on the front 
of creating fake images and deepfakes. It is a matter of 
national security to be able to detect these maligned images 
and videos and prevent their spread before they can cause 
substantial harm. Some harmful uses of image tampering can 
be spreading misinformation, avoiding detection with fake 
ids and person impersonation by creating deepfakes 
depicting the person. In case of deepfakes, it is sometimes 
very hard to distinguish between a genuine video and 
deepfake by eye. 

Therefore, we are interested in creating automated tools 
that can help us detect these tampered images. These tools 
have the ability to perform much better than the human eye 
as they can analyze images at the pixel level. They are 
capable of analyzing the picture contrast, saturation, 

brightness, anomaly detection and other such techniques. 
They can also be used to augment human attention by 
pointing to the part of the image that is likely to be 
manipulated. 

Various tampering tools are easily available over the 
internet. The most common tampering operations are 
splicing, copy-move and removal. 

1) Splicing: Some part of another image is pasted in the 

original image. 

 

 

Fig.  1.   Example of a Spliced Image. Here on the left is the original image, 

and to the right is the spliced image where a dove has been added. 

 

2) Copy-Move: Some part of image is copied and moved 

within the image. 

 

 

Fig.  2.   Example of a Copy-Move operation. Here on the left is the 
original image, and to the right is the spliced image where the ball has been 

moved. 
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Abstract:  Wireless Sensor Networks (WSN) are divided into power and computer type networks that can be easily set up in remote 

locations with the help of mobile devices or nodes. Nodes in these Networks monitor and monitor local physical and environmental 

conditions and transmit this information to each other or remotely using Wireless Sensor Networks integration and integration 

methods. These networks play a key role in many areas such as military and civilian recruitment, health care systems and climate 

monitoring where manual learning is tedious or inefficient. Due to the self-configuration of wireless nerve networks or nodes related 

to their unprotected environment due to remote locations, various types of security attacks can occur on these networks. Black hole 

attacks or grey hole attacks are primarily an effective form of attack that can reduce the outflow and efficiency of the corresponding 

network connection which can also have a negative impact on the network. In this paper, we will understand the attacks of black 

holes and will review various ways to find and distinguish non-network space.  

Index Terms – SDN, OpenFlow, Mininet, Blackhole attack 

I. INTRODUCTION TO WSN 

Wireless Sensor Network (WSN) is basically a distributed network of nodes where independent sensors and nodes are connected 

together in various applications. WSNs contain a number of visual channels called sensors nodes, each of which is small, lightweight 

and portable in construction. WSNs are twice-guided in the flow of data and their topology varies according to its corresponding 

system used for that. They have many important features such as: node mobility, heterogeneity, very high distribution rate, ease of 

use, ability to deal with node failures or attacks i.e., subsistence and more. The main function of the WSN sensor node in the WSN 

sensor is to detect events, perform local data processing, and send raw or used data to another places. The sink serves as the primary 

channel that plays a key role in the wireless environment and acts as a distributed controller. The Base station at WSN is important 

for the following reasons: node sensors are prone to failure so it helps to collect data better and provide a backup in case the master 

node fails anywhere. 

 
Figure 1. Design of a Standard Wireless Sensor Network 

 

A. Features of WSN 

1) Computer capabilities: Due to size limitations, the cost and power consumption of the battery as it is located remotely, system 

space and memory space for sensors and other nodes are very limited. 

2) Battery power: Sensor signals are often inoperable and are discarded because the power is remotely located in its application. 

3) Communication capacity: The communication range of Senor networks is very small and continuous. And the contact distance 

is only tens to several hundred meters. Even the sensors can be easily affected or controlled by rain and lightning, so it is difficult 

to maintain the proper functioning of these networks. 

4) Dynamic Topology: Nodes can fail due to battery fatigue or various other reasons and new nodes can be added depending on the 

job requirements, leading to frequent network duplication. 
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Abstract:In this fastest growing world of technology , usage of mobile phones has doubled to that of PC’s . But the mobile phones
are restricted because of the limited resources . Limited resources include CPU , battery and processing power(memory ) . In this
paper we are going to  present  a  framework  for  offloading of those heavy tasks of  mobile  applications like Face Detection
application on the cloud . By heavy tasks , tasks whose computation costs more in processing and time . It allows automatic
offloading of heavy computation tasks to a standalone android virtual machine ( cloud ) . Different parameters are considered here
to declare whether a task has to be offloaded or not . These parameters are how much energy the task is consuming , remaining
battery life of the mobile device on which application is running .

Index Terms –  android , cloud , offloader 

I.  INTRODUCTION 

Across the globe mobile phones are widely used . And with the growing usage several computation intensive applications are
blooming in the market . As mobiles phones are becoming smarter there is a boom in these applications but the device is still
limited as we cannot increase the capacity of mobile phones beyond certain limits . So as discussed in paper [1] we are switching
to Mobile Cloud Computing . In the backend we have a complete support system to overcome these difficulties of efficiently
running all these applications involving heavy tasks.Google photos and Apple iOS’s Siri are examples of these code offloading
techniques as discussed []. Many frameworks have been proposed since then . But most of them are not so convenient  for
developers working out there.In this paper we are proposing a framework for offloading of computation intensive tasks of 
applications(face  detection application ) with the use of  an already existing framework  as mentioned in paper [1]  .  We are
offloading it to a remote server . The framework does not require any changes to be made in the android device side.The static
analysis is done to make the decision making more fast and light than the previous techniques. This framework will empower the
application to offload its compute intensive part to the cloud via the internet after analyzing the cost of offloading over the cost of
running the application on the phone itself. The analysis will be done using parameters like input size and internet connectivity.
The remainder of the paper is organized as follows . In section II the existing technologies related to offloading and in section III
we summarize the work done related to the idea we are working on . Section IV describes the design of the framework which we
are proposing and all the architecture of our framework . The conclusion is presented in section VIII.

II. LITERATURE SURVEY 
It is very vital to recognize the right technique with which we can go forward for our work .
So in this section we will be discussing some of already existing techniques about which we read in depth . There are several
research works proposing different code offloading techniques for improving the application’s performance and minimizing the
energy usage by using resources in the cloud as done in paper[2]. They are discussed below: 

1. MAUI provides  method level  code  offloading for  .NET applications.  This  is  a  realtime framework  as  it  makes its
decisions at runtime as mentioned in paper[2]. It offers energy-aware offloading from the mobile device to the remote
infrastructure.The MIUI is more dependent on the hardware structure of its hosts and this leads to its drawback .Mobile
devices typically have different CPU instruction architecture than desktops and servers. Processes cannot easily run on
devices with different architectures when using MAUI. 
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Abstract - Scientific datasets are continuously growing with the amount of raw data being collected worldwide. This amount of data poses the biggest challenge 
to web search engines on how to retrieve them efficiently. This paper discusses how major scientific data centres are using popular open-source search platforms 
such as Solr to retrieve structured data stored in data sources such as relational database management systems using its import handler mechanisms. We will 
compare different open-source search platforms such as elasticsearch and solr. Additionally, we will also focus on how we can configure Solr to serve advanced 
full-text, faceted search capabilities, along with its key features, which simplify representing and delivering better performance to the scientific search interfaces. 
Finally, we will make a product using the above knowledge that can be used in companies to search into their databases faster and with more filters. 
 
Index Terms – Open-source search platforms, Elasticsearch, Solr 
 

1.  INTRODUCTION 

 Scientific datasets are continuously growing with the amount of raw data being collected worldwide. This amount of data poses the biggest challenge to web 
search engines on how to retrieve them efficiently. And with ever increasing datasets, we need searches that are much faster than our traditional database 
searches. There we wanted to go and explore different open-source search platforms like solr, elastic search etc. and use them to make projects using huge 
datasets. By doing so, we may in turn become better data-scientists and computer engineer as whole. 
 

2. LITERATURE SURVEY 
 

 We refer the following various research papers and blogs and after reading we prepared the comparative study as follows. Also finding during the literature 
review is also mentioned 
 
Authors Title of the Research Paper Journal or Conference Details Finding 
Sheffi Gupta and Rinkle Rani.[2]  
 

“A Comparative Study of Elasticsearch 
and CouchDB Document Oriented 
Databases.” 

International Conference on Inventive 
Computation Technologies. August 
2016. 

CouchDB is more efficient than 
Elastic search during insertion, 
Deletion and updating operation but 
in selection vice a versa 

Mustafa Ali AKCA, Tuncay 
Aydoğan and Muhammer Ilkuçar 
[3] 

“An Analysis on the Comparison of the 
Performance and Configuration Features 
of Big Data Tools Solr and Elasticsearch.”  

International Journal of Intelligent 
Systems and Applications in 
Engineering. December 2016. 
 

Differences between Solr and Elastic 
Search with respect to their query 
processing indexing speed, ease and 
difficulty of use, configuring forms 
and architecture  are compared and 
results are discussed. 

Kavya Guntupally, Kyle Dumas, 
Wade Darnell, Michael Crow, 
Ranjeet Devarakonda and Prakash 
Giri. [4] 

“Automated Indexing of Structured 
Scientific Metadata Using Apache Solr”.  

IEEE International Conference on Big 
Data. December 2020. 
 

Major scientific data centers are using 
popular open-source search platforms 
such as Solr to retrieve structures data 
stored in data sources such as 
relational database management 
system using its import handler 
mechanisms. Basic configuration of 
Solr is also learnt 

Sahitya Tahiliani and Ayush 
Bansal. [5] 
 

“Comparative Analysis on big data tools: 
Apache Solr Search and Hibernate 
Search.”  

3rd IEEE International Conference on 
Recent Trends in Electronics, 
Information & Communication 
Technology. May 2018. 

Solr search is perofming better than 
full text searches. Fuzzy searches and 
wild card searches etc. while hibernate 
search trumped when it came to 
spatial searches , Range searches etc. 

Rugved Deolekar and Akshay 
Dangare.  

“Enterprise Search: A New Dimension in 
Information Retrieval.”  

3rd International Conference for 
Convergence in Technology. April 
2018 

Comprehensive survey of the various 
enterprise search system in the market 
and their features 

 
Table 1 - Summary of Literature Review 

 
3. PROPOSED SYSTEM 

 
 Thorough literature review has be carried out to analyse the various open source searching platforms available in the enterprises. The proposed system 
focuses on doing a thorough research on open-source search platforms such as Apache Solr, Elasticsearch etc. and compare them on various factors.  
In it we also configure Apache Solr to serve advanced full-text, faceted search capabilities, along with its key features, which simplify representing and delivering 
better performance to the scientific search interfaces and make a project using a huge dataset with 5,00,000 emails to explore and utilise all features of Solr.  
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ABSTRACT: These days, mental health is a big problem. It is crucial to find any problems 
and fix them before they have a significant effect. We strive to do this with the Mental Health 
Tracker App. Because users may be coping with mental illness, we will need to design the 
app to be extremely friendly and inviting. 
The goal of our project is the development of a simple piece of machine learning software 
that tracks its users' progress while suggesting actions to help them improve their mental 
health. The user is posed with a number of questions, the application analyses their answers, 
proposes tasks, monitors their mental health, and displays the results on a dashboard. 
Machine learning was employed throughout this procedure. 

 
KEYWORDS: Random Forest, Naïve Bayes, Support Vector Machine, Recurrent Neural 
Network, Sentiment Analysis, Machine Learning Algorithms, Convolutional Neural 
Network, Logistic Regression, Linear Regression, Mental Health, Deep Learning, Binary 
Classification. 
 

INTRODUCTION 
 
Mental wellbeing of an individual is overall perspective of that individual and additionally 
gives a sign of a person’s general nature. Dysfunctional behaviour is a result of irregular 
characteristics in cerebrum science. The assessment of mental wellbeing is incredibly basic to 
comprehend and recommend treatments for patients with a digressed mental way of behaving. 
Most people are inclined to pressure while an are impacted by discouragement because of 
different reasons. 
A managerial board of World Wellbeing Association (WHO)surveyed in 2011 that, by 2030, 
wretchedness will be the boss wellspring of overall infection trouble. 
The mental health of a person may be used to gauge both that person's mental state and general 
character. Mental illness is brought on by chemical imbalances in the brain. Examining mental 
health is vitally necessary in order to understand and treat people with aberrant mental 
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Abstract 

 
This paper proposes a blockchain-based approach for secure certifications. The system makes use of the 

immutability and transparency of blockchain to provide a reliable and tamper-proof way to record and 

verify certifications. A digital record of each certification is established as part of the system on the 
blockchain and linked to the certifying authority and the certification recipient. The blockchain-based 

system ensures that the certification records are safe and cannot be altered, making it a reliable and secure 

way to verify the validity of certifications. A further benefit of the system's use of smart contracts is that 
certifications may now be automatically checked, eliminating the need for human verification by 

businesses. 

 

Introduction 
 

Blockchain technology has revolutionized the way we think about security and trust in digital transactions. 

It's a distributed ledger that ensures that the transactions are secure, immutable, and tamper-proof. In 

recent years, blockchain technology has been increasingly used for certification and verification purposes, 

as it provides a secure and transparent way of storing and sharing information. 

Here are some examples of Secure Certificate Generation that can be implemented using blockchain 

technology: 

1. Digital Identity Certification: Blockchain technology can be used to verify and authenticate a 

person's identity. The identity can be stored on the blockchain and accessed by authorized parties 

using secure encryption keys. This can be useful for government identification programs, online 

authentication, and other use cases where secure identity verification is required. 

2. Academic Credentials Certification: Blockchain technology can be used to store and verify 

academic credentials, such as degrees, diplomas, and certificates. This can help prevent fraud and 

provide a secure and transparent way for employers to verify the credentials of potential 

employees. 

3. Professional Certifications Certification: Blockchain technology can be used to store and verify 

professional certifications, such as licenses, certifications, and accreditations. This can help 

prevent fraud and provide a secure and transparent way for employers to verify the credentials of 

potential employees. 

4. Product Certification: Blockchain technology can be used to verify the authenticity and 

certification of products, such as organic food, fair trade products, and other certifications. This 

can help prevent fraud and provide a secure and transparent way for consumers to verify the 

authenticity of products they purchase. 

Overall, blockchain technology can provide a secure and transparent way of storing and sharing 
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Abstract: With the rapid advancements in technology, our lives have been greatly 
influenced, including the evaluation of education. In India, the majority of colleges follow 
the AICTE's (All India Council for Technical Education) OBE (Outcome Based 
Education) guidelines to assess the overall performance of students across various 
subjects. The evaluation process involves a comprehensive analysis of Course Outcomes, 
Program Outcomes, and Program Specific Outcomes, with mapping of these features to 
each other and assignments to evaluate the extent of providing value-based education. 
However, this process is usually time-consuming and labor-intensive since professors are 
responsible for manually deriving insights from their mappings. To address this issue, we 
suggest developing software that utilizes Machine Learning to automatically map these 
outcomes and automate the evaluation process, ultimately saving time and reducing the 
possibility of human errors. 

Keywords: Outcome-Based-Education, Context Matching, Outcome Mapping, Machine Learning, 
Evaluation 
 

1. INTRODUCTION 
AICTE and the global engineering industry have widely adopted Outcome Based 

Education (OBE). This approach emphasizes the outcomes or results of the learning 
process, rather than just the inputs such as lectures and textbooks. OBE is aimed at 
providing students with the knowledge, skills, and values they need to succeed in their 
personal and professional lives. In India, OBE has become increasingly popular to align 
education with the rapidly changing global economy. 

In India, OBE is implemented in different ways, depending on the institution and level 
of education. At the higher education level, OBE often involves defining clear learning 
outcomes for each course or program and measuring student progress towards those 
outcomes using assessments such as exams, projects, and presentations. The goal is to 
assess students' ability to apply what they have learned to real-world situations. 

OBE in India also aims to provide students with a well-rounded education that prepares 
them for the challenges and opportunities of the 21st century. This includes traditional 
academic subjects as well as critical thinking, problem-solving, communication skills, and 
values such as responsibility, integrity, and global citizenship. 

In AICTE's outcome-based education, mapping outcomes means aligning program 
objectives, course outcomes, and program outcomes to evaluate how well the program's 
educational goals have been achieved. This process breaks down program objectives into 
specific course outcomes, which are then mapped to program outcomes. Course outcomes 
describe what students should be able to do after completing a particular course, while 
program outcomes describe what they should achieve after finishing the entire program. 

Mapping outcomes is critical in AICTE OBE, as it enables institutions to evaluate 
program effectiveness and make improvements where necessary. By analyzing the extent 
to which course and program outcomes are being met, institutions can identify areas that 
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Abstract - In the current world of technology, we can 
improve everything with help of technology same is the case 
with restaurant systems. In restaurant we need waiter to place 
order, customers are not sure about what to order, restaurants 
face difficulties on analyzing their sales, customers many times 
decides what to order only to know that it is not available etc. 
all these problems can be solved using technology by providing 
both customer and restaurant a software solution/platform 
that will provide customer with dynamic menu, 
recommendation system and admin with analysis of their 
sales. Therefore, we propose a web application where we are 
offering the customer a better management service and admin 
an easy-to-use environment where he/she can easily operate 
based on the reports generated by sales analysis. This will also 
boost the sales of the restaurant and it will be one of the key 
strategies to grow in the food business.  

Key Words:  Restaurant Management; Dynamic Menu; Food 
Recommendation; Data Retrieving; Tasks Allocate; Business 
Intelligence 

1. INTRODUCTION  

The project revolves around how to improve the restaurant 
systems based on the current scenario. In restaurant we 
need a waiter to place order, customers are not sure about 
what to order, restaurants face difficulties on analyzing their 
sales, customers many times decides what to order only to 
know that it is not available etc. Therefore, the web 
application we are proposing can be mere strategy to boost 
the restaurant business since we are providing the customer 
a better UI using web development technologies and, 
recommendation system based on our previous sales and 
admin a graphical representation of sales using data analysis 
where he can operate on real time menu provided by the 
technology. 

Whereas A restaurant sales and analysis system is a software 
tool that helps restaurants manage and analyze various 
aspects of their business, including sales data, inventory, 
menu planning, customer information, and staff 
management. This type of system can provide insights into 
restaurant performance and help owners make data-driven 
decisions to improve operations, increase profits, and 
provide a better customer experience. Some common 
features of a restaurant sales and analysis system include 
sales reporting, inventory management, customer 
relationship management, and Online ordering and delivery 
management, etc. 

1.1 Features: 

Here are some additional features that a restaurant sales 
and analysis system may offer: 

1. Sales tracking and reporting: This feature helps 
restaurants keep track of their daily, weekly, and monthly 
sales, including revenue, sales by menu item, and sales by 
payment method. 

2. Inventory management: This feature allows restaurants 
to monitor food and beverage inventory levels, set 
reorder points, and track food waste. 

3. Customer relationship management (CRM): This 
feature helps restaurants track customer information, 
including contact information, purchase history, and 
preferences, and provides insights into customer behavior 
and purchasing patterns. 

4. Menu planning and optimization: This feature allows 
restaurants to optimize their menu offerings based on 
sales data, customer feedback, and trends in the industry. 

5. Marketing and promotions: This feature help 
restaurants create and manage marketing campaigns, 
including email, SMS, and push notifications, and track the 
results of those campaigns. 

6. Online ordering and delivery management: This 
feature allows restaurants to manage online orders, 
including food delivery and takeout orders, and track 
delivery status. 

These are just a few examples of the types of features that 
a restaurant sales and analysis system may offer. 

1.2 Objectives 

Our objective is  

1. To provide a clean and easy to search menu system with 
accurate details of dishes and what it involves.  

2. Real Time Menu allows to show if the following dish is 
available or not based on resources availability. 

3. Highlights in a graphical representation the timely sales 
of dishes help in deciding factor of whether to keep 
selling or eliminate the dish and much more. 
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Abstract—Water an important resource gifted to us in many 

forms. One such is holy river Ganges. Ganges water plays a 

major role in Indian mythology. But due to setting up of 

different industries in and around Ganges basin, its water 

quality is deteriorating day by day. And civic authorities are 

not able to have the real time pollutant status of water and 

cannot carry out a necessary raid on industries and treatment 

before it affects aquatic as well as human life. This paper 

consists of a wireless river water quality monitoring method 

which can be useful for monitoring Ganges water. Our 

proposed method is a system of interconnected cloud storage, 

raspberry pi, temperature sensor and a website to show real 

time status. Sudden increase and decrease in temperature 

plays a major role in affecting water resource which happens 

when waste is executed from an industry which consist a lot of 

harmful chemicals, when the water molecules come in contact 

of these chemicals they show a sudden rise in temperature and 

drastic change in pH level we can sense these changes through 

the sensors connected through Raspberry Pi and push them on 

the cloud. This paper also consists of an approach to alarm 

civic authorities if the concentration of pollutants increases. By 

this approach not only civic authority, but common man will 

have a pollutant status around them. 

Keywords—raspberry pi; IoT;water quality monitoring; 

river Ganges 

I. INTRODUCTION 

India is a country which has more than 15 rivers flowing 

through it and catering for the needs of urban as well as 

rural India. Up to 60% of the human body is water [5]. One 

of such river is the holy river Ganga. Ganga is one of the 

longest river in India. Its water is used in industries, 

agricultural fields, for water pumps and household uses. But 

due to lack of responsibilities, industries are discharging 

their waste and untreated products directly into the river. 

Also Indian government lacks in real-time monitoring of 

river water. Traditional methods involve manual collection 

of river water sample from different locations and taken to 

the laboratory to check its quality. Traditional methods of 

monitoring water quality generally lacks in accuracy and 

real-time status also few parameters have different sensor 

values when measured at different time [6]. 

There are many factors on which water quality can be 

monitored like turbidity, pH, Temperature and presence of 

heavy metal ions, concentration of different ions, dissolved 

oxygen and nutrients 

Vighnesh Tiwari 

Department of Information Technology 

Army Institute of Technology 

Pune, India 
 

 

 

 

 

 

 

In this paper, we will mainly focus on sudden changes/ 

increase in water temperature that is harmful to aquatic as 

well as human life. Sensor module, explained later, is 

changed when different parameter is to be monitored, rest of 

system architecture remains same. Due to the sudden change 

in temperature cold blooded animals like reptiles, 

amphibians and fishes have problem in survival and they 

may die. Temperature influences enzymatic reaction, 

different enzymatic reactions take place at a comparatively 

higher temperature. It affects digestion, respiration and 

general performance and behavior of aquatic life. Increased 

water temperature is an important factor of consideration if 

toxic substance is there in the water. Many chemical 

substances like cyanides, phenol and xylene exhibit 

increased toxicity at high temperature. On the basis of LE 

CHATELIER’S PRINCIPLE, temperature and dissolved 

gases are inversely proportional thus increase in temp will 

reduce dissolved oxygen levels in water. The higher the 

temperature lower will be amount of oxygen in water. Also 

high temperature favors growth of fungus. This paper 

consists of a cost efficient system for real time it based 

water quality monitoring system. In our proposed design 

Raspberry pi-3 acts as a base controller, which read the 

sensor data and transmit it to the cloud. 

The rest of the paper is organized as follows. Section II 

consists of overview of related work in this field. Proposed 

system architecture is explained in detail in section III along 

with alarming module. Section IV consists of deployment 

strategy. Experiment results and setup are shown in section 

V. The paper is concluded in section VI with future scope. 

 

I. RELATED WORK 

For real time monitoring of water a novel approach to 

design a pH sensor node is explained in [1]. In this paper 

data obtained from pH sensors of sensing node is in the 

form of voltage and the voltage is comparatively low 

(approx. 50mV). A voltage amplifier is used to amplify the 

sensed voltage and level shifting using a full adder circuit 

for negative voltage results. The amplified data acts as input 

to processing unit and the results are transmitted via 

wireless with the help of ZigBee. Use of PIC micro 

controller PIC16F877 in processing is taken. 

 

Another water quality monitoring system is explained in [2]. 
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Abstract—Due to recent outbursts in the number of point and 
shoot devices. The data generated in the form of raw video has 
also increased exponentially. On YouTube alone, 300 hours of 
video alone is added every minute. This brings up the need of 
coming up with a long term solutions to tackle such behemoth 
tasks. The solution should be flexible, robust with ability to scale 
up and down dynamically as and when required. Needless to say, 
such system have a high cost and it is also of utmost importance 
to consider the cost factor and feasibility. Hadoop is one such 
framework which met all our requirements. It provides facility 
to distribute a big and complex task to low as well as high end 
computers to achieve a common goal. Hadoop is a highly scalable 
storage platform, because it can store and distribute very large 
data sets across hundreds of inexpensive servers that operate in 
parallel. Another advantage of using a Hadoop cluster is that it 
is fault tolerance as copies of the data are made and can be used 
in case of failure of a node. etc 

Index Terms—Text extraction, Hadoop, Distributed Comput- 
ing, Image Processing 

 

I.  INTRODUCTION 

With the advent of modern technology there has been a 

dramatic increase in the amount of video data generated. 

Because of this the need for a system arises that is both 

scalable and robust but unfortunately no current application 

stands up to this task. Hadoop is an open source framework 

designed for robust and scalable distributed computing and 

storage.Hadoop is composed of different components for stor- 

age as well as processing. For storage, Hadoop provides HDFS 

(Hadoop Distributed File System) which is designed to run 

on commonly found commodity hardware; it is highly fault- 

tolerant and is designed to be deployed on low-cost computers. 

It can various applications ranging from identifying vehicles 

from a huge log traffic footage to processing billboards on 

the road, traffic signs on streets and roads etc. [12] HDFS 

works on a master/slave architecture. The master component 

is the Namenode which serves as the central manager for the 

file system namespace and regulates access to files by clients. 

Operations like opening, closing and renaming of files are 

performed by the Namenode. The multiple Datanodes serve 

as the slave nodes. A file is split into blocks and these blocks 

are stored in Datanodes. In this paper we have not only 

discussed why Hadoop is a suitable match for the need of 

text extraction from videos but also the problems that could 

arise in such a system and the solution thereof. HIPI (Hadoop 

Image Processing Interface) is a Hadoop MapReduce library 

designed to provide efficient image processing in the Hadoop 

distributed computation system. HIPI [8] provides a solution 

for storing the large number of images on HDFS while also 

providing integration with OpenCV [10]. 

After the video decomposition phase we are left with a 

large number of files with small size [7]. Typically a small 

file is described as one with size significantly smaller than 

HDFS block size. This results in two major problems: 

 

1) High access cost: The Mapper function usually takes a 

block of input. When the file size is small very little work 

gets done in each mapper task and the number of mapper 

978-1-5386-8113-8/19/$31.00 ©2019 IEEE 431 
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Survey on Algorithmic Trading Using 

Sentiment Analysis 

 
Rupali Bagate, Aparna Joshi, Abhilash Trivedi, Anand Pandey, 

and Deepshikha Tripathi 

 

 

 

 

Abstract In recent years as the computation power and availability of the data 

has increased exponentially, there has been significant increase in study of human 

sentiment in various fields. This paper examines the use of sentiment analysis in 

algorithmic trading. Macroeconomic variables such as GDP, Internet consumption 

and various other socio-economic factors are also taken into consideration in this 

paper. The main aim of this paper is to determine all factors and technical indic tors 

that would give us a proper analysis. Human sentiment affects human behaviour 

adroitly, and thus, market is also not acquitted from its effect. This survey presents 

current advances in natural language processing (NLP) and prerogative positions of 

algorithms in market. 

 

Keywords Algorithmic trading • Sentiment analysis • Market indicator • Machine 

learning 

 

 

1 Introduction 

 
Sentiment analysis is the study of reverential effect of human emotions in various 

domains. In sentiment analysis, human emotions are quantified to create colloquial 

values for evaluation which then are used in concordance with other techniques and 

algorithm to compute their effect in respective domains [I]. 
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Abstract Background: In recent years, speech recognition technology has become 

a dominant part of our everyday lives, and as most of the future technology being 

developed can easily be integrated with the help of speech recognition. To make 

a digital future, technological advancement of everyone is necessary, and to make 

this technological advancement not so technical, speech recognition serves its role. 

Although speech recognition has made significant advances at certain langu ges, 

what has been achieved is a drop and what is left is an ocean. This technology has 

failed miserably in recognizing different accents of a single language or a. voice 

disorder, and this has led to various questions on the authenticity of progress of the 

process. This paper documents the drawbacks of this technology and the areas where 

its immediate progress is possible. It talks about the limitations of various existing 

and popular and under radar ASR technologies with insights of their flaws which 

need to be considered immediately to avoid various social dilemmas and insecurities. 

 

Keywords Accent • Region prediction • MFCC • Naive Bayes classifier • 

Stemming and lemmatisation 
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Abstract :- Keyword spotting is the method of estimating 

whether the text query occurs in the document or not. The 

query- by-example model is used in this paper to present an 

efficient segmentation-free keyword spotting approach that 

can be applied in historical document collections. For image 

de-noising and binarization, we use an autoencoder network 

in our approach. We are using a patch-based system to 

create patches for the binarized image, followed by a 

Siamese network. To determine the degree of similarity 

between two input word images, a Siamese network employs 

two identical convolutional networks. Once trained, the 

network can detect not only words from different writing 

styles and contexts, but also words that are not in the 

training set. The method proposed is evaluated on the 

Bengali Handwritten dataset.. 

Index Terms-Historical documents; Keyword spotting; 

Segmentation-free; Autoencoder; Siamese Convolutional 

net- work; Deep learning. 

I. INTRODUCTION 
 

Libraries and archives worldwide are digitizing their 

collections so as to succeed in a bigger audience in 

today’s world. Making handwritten texts searchable and 

browseable will be extremely beneficial to both 

researchers and also the general public. Manual 

searching is often very hectic. Its like looking for a 

needle in a haystack. As a result, an Efficient search 

in digital records may be a must for retrieving 

information. Due to the deterioration of historical 

documents and variations in styles, using OCR (Optical 

Character Recognition) is inefficient for manuscripts. 

Word spotting is an effective method for gaining access to 

the contents of historical documents. 

 

In this context, this paper proposes a de-noising method 

and binarization of the document image using an 

autoencoder network, which is a network of convolution 

and deconvolution layers. Once the image is binarized, 

patches are created for the images and using a query-by- 

example paradigm, we search for our query word in these 

patches using a convolutional siamese network. 

The Siamese network will compare two input images and 

rate their similarity. The network will generalize to 

predict words from a vocabulary after being conditioned 

to learn image representations in a supervised manner. 

The results of the Bengali handwritten dataset are highly 

comparable to the related work. 

 

II. RELATED WORK 
 

Retrieval based on recognition may be done at the word 

or character stage. OCR stands for optical character 

recognition and has no restrictions on vocabulary. 

Character recognition in historical documents has been 

successful even with a limited vocabulary. Methods based 

on recognition frequently rely on neural network [1], and 

Markov model [2] learning models. Manmatha et al. 

coined the term "word spotting" [3] to describe OCR-free 

retrieval. It determines if two given words are identical to 

recognize a word. It accomplishes this by segmenting the 

words from the document images and then using pair- 

wise distance calculations to match each word against all 

of the other word images. This matching can be done 

pixel by pixel or feature by feature [4]. 

Pixel by pixel matching is a technique for pixel-by-pixel 

comparison of two images using Euclidean distance 

mapping [4], Mean Squared Error(SSD) [4] or the 

XORing method [4]. Feature-based matching deals with 

extracting image features and comparing these features 

using Dynamic Time Wrapping, Scott and Longuet- 

Higgins (SLH) algorithm [5] or corner feature 

correspondence algorithm (CORR) [5]. Feature-based 

matching outperforms pixels-by-pixel matching in 

general, and Dynamic Time Wrapping outperforms all of 

these algorithms in particular. 

 

Image features in word spotting applications are classified 

into two types: global and local features. 

 

The height, width, aspect ratio, moments of black pixel 

distribution, and number of foreground pixels are all 

global features. [6] 
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Abstract 

A large portion of deaths in the world is caused by thorax diseases. They are caused by fungi, 
bacteria and viruses. Radiologists find it hard to identify the disease just by seeing the X-ray 
images as a patient may have multiple diseases which may be overlapped over other diseases. 
The main aim of this study is to help radiologists to detect the disease with the probability of 
other diseases. We proposed the architecture of a deep learning (DL) model which is used for 
identifying the thorax diseases using the transfer learning model which would reduce the vast 
time and model complexity. National Institute of Health Chest X-ray dataset is used for image 
pre-processing which contains more than 1 lakh images of around 30,000 unique patients with 
14 different types of thorax diseases, downscaled to 256*256*3 which are further augmented 
and fed to different neural network models pre-trained on ImageNet dataset. We prepared 
three different models DenseNet121, MobileNet, and InceptionV3, and we analysed the per- 
formance. We used an ensemble model – voting classifier, for combining the output from all 
pre-trained models. A voting classifier model named soft voting is used which gets trained on 
a group of numerous models, here three models. The outputs of all neural networks which are 
pre-trained are summed into a prediction vector by taking the mean of probabilities of all the 
three models and it then outputs the majority of three diseases probabilities into the final pre- 
diction vector associated with that X-ray image. 

 

Keywords: ImageNet, DenseNet121, InceptionV2, MobileNet, ensemble model, 
voting classifier. 

 

Introduction 

In a year 450 million people get infected by respiratory diseases out of which 4 mil- 
lion people die from the disease [1]. There are quite 50 million folks who struggle 
with respiratory organ diseases. The respiratory organ which is vital viscous is most 
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Abstract 

Recent advancements in the performance of automatic face recognition (AFR) systems have 
made them widely applicable for a variety of uses, most of which are done in real-time. Face 
recognition in real-time for smart attendance is thus a practical application. Managing employ- 
ees on a daily basis necessitates the use of a system like this. Real-time image background 
subtraction is still a challenge, making this operation difficult. Recognition of a human face in 
real time. Both basic and fast methods are used, and an analysis method known as principal 
component analysis (PCA) is a very useful thing that helps us with face matching while main- 
taining accuracy. The employee’s face is used to track their attendance. Employee attendance 
is automatically tracked by the technology. Manual data entry into logbooks quickly becomes 
time-consuming and difficult. As a result, we were able to create a useful module that includes 
face recognition and is used to track employee attendance. There is a module that includes the 
employee’s face. You’re finished once you’ve completed the enrolment form. They will be photo- 
graphed and stored in the database. We need some data in our system as part of the application 
procedure because this is a one-time event. Every worker will have a roll number, which will be 
their own employee id. When compared to automatic performance, manual performance was 
found to be inferior. The time an employee spends at work is recorded after they have been 
identified. There are a lot more choices with this product. With this approach, correct results 
are provided in a user interactive manner, as opposed to traditional systems for managing 
attendance and leave. 

 

Keywords: Haar cascade, pre-processing, feature extraction. 

 

Introduction 

In all institutions, tracking employee attendance is critical for evaluating staff perfor- 
mance. Thus, each university takes a unique strategy. Others take attendance automat- 
ically utilising biometric technologies, while others take attendance manually using 
outmoded paper or file-based methods. On the other hand, employees entering the 
office through these routes will have to wait an extended period of time to form a 
line. While several biometric authentication methods are available, the most critical 
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Abstract 

Advancements in new technologies such as augmented reality (AR) and virtual reality (VA), it 
has provided us with a new world to explore and make most applications out of it. These tech- 
nologies are still developing, and many researchers are trying to develop new applications every 
day. Encouraged by the recent advances in augmented reality, we propose a real-world appli- 
cation of augmented reality which provides an interactive in-store shopping experience. The 
mobile application will let users see all the essential product details in his/her real-world envi- 
ronment in a very interactive and effective way using graphs, pie charts, 3D models. Our idea 
is to utilise an already present efficient convolution neural network such as AlexNet for recog- 
nising the product from the image taken and then getting all the essential product details that 
are stored in the database, and then project these details out in user’s real-world environment. 

 
Keywords: augmented reality, applications, in-store grocery shopping, fast image retrieval. 

 

Introduction 

Definition 

Augmented reality (AR) is a way of ‘Augmenting’ elements of a real-world environ- 
ment with the use of computer and sensor’s generated information onto a user’s device. 
In simpler terms, AR can be regarded as a new developing technology, which puts the 
user’s experience to a whole new level of interactivity by putting virtual objects in 
real-world [1]. 

Augmented reality adds compute-generated perceptual information in such a way 
that users see them as a natural, non-artificial object. 

Figure 14.1 shows reality virtuality continum which demostrates the presence of 
AR between real world and a complete virtual world [2]. 
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