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Abstract: Building a composite web service as per the user‟s complex need requires using the multiple online web 

services available. Selecting the best web service for composition will become combinatorial problem leads to be the 

NP complete problem. To solve this problem we are proposing a framework for composite web service using ant 

colony optimization algorithm. For choosing the proper path selection in ACO, we are negotiating with individual web 

service to select it for the participation during composite web service. For negotiation we are using intelligent agents 

for analyzing web services for based on semantic, WSDL and QOS description. As per the profile of the users the 

negotiation agents are built for building composite web services. 
 

Keywords: Mobile agent, web service composition, QOS, SOA, ACO, WSDL. 
 

1. INTRODUCTION 
 

Aim of building composite web service is to satisfy the 

customer‟s complex need. To fulfill the customer‟s 

complex need, single webservice will not be sufficient. So 

single composite web service may require multiple 

numbers of abstract web services. And for the single basic 

requirement multiple numbers of abstract web services are 

available. So it is challenging to select the best abstract 

web service out of these. 
 

Also building a composite web service is not the 

straightforward .It is a combination of different abstract 

web services together. And these abstract web services are 

combining together in sequence, parallel or in 

combination. So to build such composite web service we 

have to construct directed acyclic graph (DAG) to 

combine different abstract web services in 

sequence/parallel/ combination. 
 

To construct a DAG, we are proposing Ant colony 

optimization algorithm. And to select the proper abstract 

web service for participation in composite web service and 

to move forward during DAG creation using ACO, we are 

building agents to analyze abstract web service based on 

its features like WSDL Contents, Semantics and QOS 

parameters. 
 

2. WEB SERVICE COMPOSITION 
 

Sometime need of the end user will not be satisfy by the 

single abstract web service, so we need to combine 

multiple number of abstract web services together.The 

process of building such composite web service is called 

as web service composition (Fig, 01).  
 

While building such composite web services, the 

combination of various abstract web services together are 

in sequentially one after the other or they may be 

combining in parallel or in combination of both. 

 
 

 
 

Fig.01: Composition of Web Service 
 

3. SOFTWARE AGENTS [06] 
 

A Software Agent is a computer program that acts for a 

user or other program in a relationship of agency. 

Software agents possess the following properties: 
 

1. Locality Affiliation: Agents are locality affiliated. 

Mobile agents are moved from one place to another during 

run time and task execution. 

2. Role, Service Capacity: Describes the kind of result an 

agent can produce It represents its functionality for task 

execution. It is sub divided into action type and task type. 

3. Communication Behavior : Each  agent  belonging  to  

an  instance of an agent  system can  communicate  within  

its  name space  according  to  its behavior at any moment. 

The behavior  of an agent determines whether it carries out 

tasks delegated to it  in  co-operation  with  other  agents  

or  whether  it  is capable of doing this on its own. 

4. Negotiation Ability : Negotiation ability describes the 

properties of an agent to execute  a  task  collaborating  

with  other  agents  and  to negotiate  this  co-operation.   

5. Delegation Ability:Taking into consideration authority, 

agents can place and take on tasks. Delegation means that 
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Abstract  - Composite web service is a combination of 

multiple abstract web services. To build a composite web 

service we have to combine multiple abstract web services 

together may be in sequence or in parallel. On the fly to select 

the best web service from the multiple abstract web services 

available for the same purpose is the challenging job and 

leads to the NP complete problem. So we are proposing an 

analyzing model of the abstract web services using software 

agents. Due to seamless integration of web services and 

mobile agents, agent based framework is a natural choice. 

We are proposing the analysis part of web services and users 

with the help of software agents. And decision taken by this 

analyzing agent will be used to select the best abstract web 

service which will be the part of composite web service. 

Analyzing agents use the QOS parameter and Characteristic 

of web services for selecting best web service. 
 

Keywords - Mobile Agent, Web Service Composition, QOS, 

SOAP,WSDL, Restful Web Services, Abstract Web Service. 

 

1. Introduction 
 

Aim of building composite web service is to satisfy the 

customer’s complex need. To fulfill the customer’s 

complex need,singleabstract  webservice will not be 

sufficient. So single composite web service  may require 

multiple numbers of  abstract web services. And for the 

single basic requirement multiple number of abstract web 

services are available. So it is challenging to select the best 

abstract web service out of these. Also building a 
composite web service is not the straightforward.It is a 

combination of different abstract web services together. 

And these abstract web services are combining together in 

sequence, parallel or in combination. So to build such 

composite web service we have to construct directed 

acyclic graph (DAG) to combine different abstract web 

services in sequence/parallel/ combination. 

In directed acyclic graph, each node is related to individual 

abstract web service which is the part of composite web 

service. To select individual abstract web service for 

constructing composite web service on the fly is difficult, 

because for each individual subtask of composite web 
service numbers of similar abstract web services are 

available. So we are taking the advantage of seamless 

integration of web services and software agents. We are 

proposing various mobile agents which will analyze 

individual abstract web services. To analyze abstract web 

services, we are using the unique features of web services 

based on its description, type and various quality of 

service possess by individual abstract web service.These 

intelligent agents are also using to priorities an users need 

of quality of service. As per the users expectation 

coordinating agents select the proper individual abstract 

web service to take part in composing a composite web 
service. 

 

2. Related Work 
 

Authors of Ref [01]concentrates on combining 

optimization and ranking based on non-functional QoS 

parameters to evaluate its quality. Ref[02] However use 
innovative idea for selecting best web service using the 

reliability issue for designing QoS-aware optimal selection 

scheme for web serviceswith a trusted environment. We 

can also compare the web services based on the different 

types of web services, explain in Ref[05]. Author of 

Ref[06] presents a comparative performance evaluation of 

two Web service implementations: one is  based  on  

SOAP and  the  other  on  Representational  State  Transfer  

(REST).We utilized response time and throughput metrics 

to compare the performance of these Web services. They 

found that, on average, REST has better performance 
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Abstract —We introduce a method for model learning and control of non-linear dynamical systems from raw pixel 

images. It consists of a deep generative model, belonging to the family of variational autoencoders, that learns to 

generate image trajectories from a latent space in which the dynamics is constrained to be locally linear. Our model is 

derived directly from an optimal control formulation in latent space, supports long-term prediction of image sequences 

and exhibits strong performance on a variety of complex control problems.For capturing the information of non-linear 

object’s behavior, we need to use high-dimensional data. Processing the high-dimensional data is expensive and not 

feasible. So, in this model, first Auto-encoder is used for dimensionality reduction, and after prediction method 

(transition mapping) is used, and the imagereconstructed. We demonstrate that our model enables learning good 

predictive models of dynamical systems from pixel information only. 

Keywords-machine learning, autoencoder, neural networks, latent space,non-linear systems, prediction, dynamical 

systems. 

I. INTRODUCTION 

 

Dynamical systems are mathematical objects used to model physical phenomena whose state (or instantaneous 

description) changes over time. These models are used in financial and economic forecasting, environmental modeling, 

medical diagnosis, industrial equipment diagnosis, and a host of other applications. If we have two short movies of 

billiards balls rolling around on a table without friction, we could not tell which was recorded first. Hence this system is 

stationary. On the other hand, if there is friction, then we are in the non-stationary situation, because the balls will slow 

down as time progresses, and their speed gives us a way of deducing when the observation was made. 

A key challenge is system identification, i.e. finding a mathematical model ofthe dynamical system based on the 

information provided by measurements from the underlying system. In the context of state-space models this includes 

finding two functional relationships between (a) the states at different time steps (prediction/transition model) and (b) 

states and corresponding measurements (observation/ measurement model)[1]. 

Control of non-linear dynamical systems with continuous state and action spaces is one of the key problems in 

robotics and, in a broader context, in reinforcement learning for autonomous agents. A prominent class of algorithms that 

aim to solve this problem are model-based locally optimal (stochastic) control algorithms. When combined with receding 

horizon control , and machine learning methods for learning approximate system models, such algorithms are powerful 

tools for solving complicated control problems [3, 4, 5]; however, they either rely on a known system model or require 

the design of relatively low-dimensional state representations. For real autonomous agents to succeed, we ultimately need 

algorithms that are capable of controlling complex dynamical systems from raw sensory input (e.g. images) only. In this 

paper we tackle this difficult problem. 

  

II. NON-LINEAR DYNAMICAL SYSTEMS 

A dynamical system will be defined to be a system in which the present state (the values of all of the variables and 

all of their derivatives) is somehow dependent on previous states of the system. A deterministic system will be taken to 

be a system in which the present state is entirely dependent on previous states of the system. A linear system is a system 

in which all of the dependence of the current state on previous states can be expressed in terms of a linear combination. A 

linear stochastic system is a system in which all of the dependence of the current state on previous states can be 

expressed in terms of a linear combination and the residual unpredictable portions can be expressed as additive, 

independent, identically distributed, random variables[2]. 

A nonlinear system is a system in which the dependence of the current state onprevious states cannot be expressed 

entirely as a linear combination; even if some of the dependence can be captured in a linear combination of the previous 

states, something extra is required to capture all of the dependence. 

Simulations of nonlinear dynamical systems have shown that nonlinear time series can be entirely deterministic, that 

is generated without any random component, and yet exhibit behavior which appears to have an error variance when 

analyzed by linear statistical methods. This work will present a variety of techniques for the analysis of nonlinear time 

series which have the potential to be modeled as signal portions of time series that are often discarded as noise. Learning 

non-linear dynamical models from veryhigh-dimensional sensor data is even more challenging. First, finding (non-linear) 

functional relationships in very high dimensions is hard (un-identifiability, local optimal, over-fitting, etc.); second, the 

amount ofdata required to find a good function approximation is enormous. Fortunately, high-dimensional data often 
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Abstract — Augmented Reality is a concept wherein one’s perception of environment is improved by superimposing 

digital information like graphical, textual, or audio content, as well as objects onto a display screen. It is in between real 

and virtual reality, wherein virtual objects are seen in real world. The application will be mobile based. 

The idea is to allow the user to view the virtual object in education in the real world using a marker based AR system. We 

propose that the system should be used in computer education by augmented animations of various parts of computer. It 

is not expensive as the user does not actually need to open parts of a computer, but instead just needs to view the 

animation. 

The Android Application will scan the marker and the animation will be seen on the display screen of the mobile device 

along with the real environment. 

 

Keywords-virtual reality, real, marker, augmented, android 

I. INTRODUCTION 

 Augmented Reality known as Mixed Reality combines virtual and real scenes to achieve that virtual ones are 

belong to the real    world. Because of this integration it is being used in various applications like medical, education, and 

entertainment. 

 

There are 2 ways in which this can be implemented: 

 

Marker Based: 

There are different types of AR markers which can be detected by a camera and used with software as the 

location for virtual objects placed in a scene. They are image descriptors or black and white images (features + key 

points)..Simple augmented reality markers can consist basic shapes made up of black squares on a white background. 

Different Markers can be created using simple images that are still read properly by a camera, and these codes can even 

take the form of tattoos. 

 

The simplest types of AR markers are black and white images that consist of two dimensional (2D) barcodes. 

. 

 Marker less: 

A marker less AR application recognizes images which were not provided to the application beforehand. This is 

more difficult to implement because the recognition algorithm running in the AR application should identify patterns, 

colors or some other "features" that may exist in camera frames 

  

II. MARKER DETECTION,DESIGN AND REGONITION METHOD 

Markers are square and have a black thick border and black graphics within its white internal region. The advantage 

of using black and white color is to separate the marker from the background easily. In terms of projective geometry, 

the square markers in real world could not be a square after projecting it onto an image plane, in other words, the 

graphics which are internal in the markers often display in distortion. So it is necessary to unwrap these markers 

when we recognize them 

 

The procedure of unwrapping these image is shown in the figure 

 

After detecting the grabbed frame the calculation of the marker unwrapping can be described as follows: (xc, yc), i = 

1,2,3,4 as the four corners of a marker which are acquired. These positions in the real world of the four corners are 

given by (xm, ym), i = 1,2,3,4. Homography matrix H is calculated as shown in figure: 
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Abstract—Docker automates the deployment of applications inside software containers by providing an additional 

layer of abstraction. Docker implements a high-level API to provide lightweight containers that run processes in 

isolation. It uses resource isolation features of the Linux kernel such as cgroups and kernel namespaces to allow 

independent containers to run within a single Linux instance, avoiding the overhead of starting and maintaining virtual 

machines. 

Libvirt is used by the most clouds to give user access to the cloud and has bindings in other languages also like java, 

python, ruby. It support LXC (linux containers) but does not support docker containers. Initially docker used LXC as 

driver but because of it being managed by open source community, docker could not rely on it. So, docker developed its 

own driver libcontainer in go language. 

Docker is todays emerging technology but clouds can support docker only by using their own apis specially designed 

for docker since libvirt does not support libcontainer. This increases the complexity of the cloud. Proposed solution is to 

implement docker api in c and integrate it with the libvirt api. Thus, clouds will have to give access to only libvirt without 

using any special api for docker. On the other hand, the docker interface will be generic for all clouds, thus user does not 

have to face the difficulty while migrating from one cloud to another. 

Keywords— libvirt; linux containers; docker containers; libcontainer; cloud computing 

I. INTRODUCTION 

Most commercial cloud computing systems, both services and cloud operating system software products use 

hypervisors. Enterprise VMware installations, which can rightly be called early private clouds, use the ESXi Hypervisor. 

Some public clouds (Terremark, Savvis, and Bluelock, for example) use ESXi as well. Both Rackspace and Amazon Web 

Services (AWS) use the XEN Hypervisor, which gained tremendous popularity because of its early open source inclusion 

with Linux. Because Linux has now shifted to support KVM, another open source alternative, KVM has found its way into 

more recently constructed clouds (such as ATT, HP, Comcast, and Orange). KVM is also a favorite hypervisor of the 

OpenStack project and is used in most OpenStack distributions (such as RedHat, Cloudscaling, Piston, and Nebula). 

Microsoft uses its Hyper-V hypervisor underneath both Microsoft Azure and Microsoft Private Cloud. 

However, not all well-known public clouds use hypervisors. For example, Google, IBM/Softlayer, and Joyent are all 

examples of extremely successful public cloud platforms using containers, not VMs. Docker is an open-source project that 

automates the deployment of applications inside software containers, by providing an additional layer of abstraction and 

automation of operating-systemlevel virtualization on Linux. Docker uses resource isolation features of the Linux kernel 

such as cgroups and kernel namespaces to allow independent containers to run within a single Linux instance, avoiding the 

overhead of starting and maintaining virtual machines. Docker implements a high-level API to provide lightweight 

containers that run processes in isolation. Building on top of facilities provided by the Linux kernel (primarily cgroups and 

namespaces), a Docker container, unlike a virtual machine, does not require or include a separate operating system. 

Instead, it relies on the kernels functionality and uses resource isolation (CPU, memory, block I/O, network, etc.) and 

separate namespaces to isolate the applications view of the operating system. Docker accesses the Linux kernels 

virtualization features either directly using the libcontainer library, which is available since Docker 0.9, or indirectly via 

libvirt, LXC (Linux Containers) or systemd-nspawn. 

The libvirt project develops a virtualization abstraction layer, which is able to manage a set of virtual machines across 

different hypervisors. The goals of libvirt are to provide a library that offers all necessary operations for hypervisor 

management without implementing functionalities, which are tailored to a specific virtualization solutions and which 

might not be of general interest. Additionally, the long-term stability of the libvirt API helps these management solutions 

to be isolated from changes of hypervisor APIs. 

Most of the clouds use libvirt api for hypervisor management as libvirt gives a common interface to the user for all 

hypervisors. Since docker has stopped supporting LXC drivers because LXC drivers are maintained by open source 

community and therefore docker developers had to made frequent changes to the implementation. Libvirt only supports 

LXC drivers, therefore it is difficult to use docker on clouds. Also some clouds have separate apis for docker management. 

Therefore having separate apis of docker and libvirt are inconvient to both the cloud service provider and the user. 
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Abstract: SQLite is a lightweight database management system and a Stable serverless database with almost zero difficulty in installations. 

SQLite does not support client server facility due to the write lock issue. For expedite multi-client access to the central database, multiple 

instances of the database on the central system can be created and later integrating these instances to give the resultant product. Accessing 

these instances remotely would be a solution to the write lock issue. As a result of creating multiple instances of the database on the same 

system, there might be a heavy traffic which could lead to reduce performance. To handle this cloud computing concept of High Availability 

which refers to a system or component that is continuously operational for a desirably long length of time. 

 

Keywords— Remotely Access, SQLite, High Availability 

 

1. INTRODUCTION  

A lightweight database system is a high- performance,  

application-specific Database Management system. It differs from a 

general- purpose (heavyweight) [1] DBMS in that it omits one or 

more features and specializes in the implementation of its features to 

maximize performance. Although heavyweight monolithic and 

extensible DBMS might be able to emulate LWDB capabilities, they 

cannot match LWDB performance.  

SQLite is a software library that implements a SQL engine. It has 

been used with great success as on-disk file format: allows the 

developer to handle data in a simple way, but also have the use of 

database features (such as undo, redo, etc.). In embedded device 

environment, in which there is low-concurrency and there are little or 

medium size datasets, SQLite is the right choice. If we want to save 

the data in a common place, i.e., Remote Server until now there is no 

easy mechanism to implement this.  

The need for storing information in remote server exists to have 

centralized access to data by the users. The idea of storing 

information in remote server is implemented using Web Services 

(plugin) which can save the data in the Remote database like SQL 

Server and retrieve as and when required. When a project is 

developed, a group of developers/testers are involved. They will need 

concurrent information for development which can be done using a 

centralized database. For example feedback is collected from 

different customers for a product and it is more feasible to store it in 

a centralized repository that can be used by the entire for 

improvements and further development. So we require a remote 

access to SQLite [2] 

to be used by all of them.The relevant changes need to be reflected 

and others discarded. SQLite has write lock issues which have to 

resolve by creation of different instances of the database. Testers can 

access and debug the problems directly and provide the information 

without having to install the entire system or database files.  

 

 

1.1 High availability  
Virtualization, a technique to run several operating systems 

simultaneously on one physical server, has become a core concept in 

modern data centers, mainly driven by benefit of application 

isolation, resource sharing, fault tolerance, portability and cost 

efficiency. A special middleware, hypervisor, abstracts from physical 

hardware resources and provides so called virtual machines acting 

like real computers with their own (virtual) hardware resources. High 

availability system [3] design approach and associated service 

implementation that ensures a prearranged level of operational 

performance will be met during a contractual measurement period. 

Enabling high availability we can detect any point of failure to 

propagate reliable crossover, if needed. High availability is a 

characteristic of a system. The definition of availability is Ao = up 

time / total time. If (total time - down time) is substituted for up time 

then you have Ao = (total time - down time) / total time. Determining 

tolerable down time is practical. From that, the required availability 

may be easily calculated. Here a small network has made with a 

master, slave (replica of master) backing up data, controller and a 

user virtual machine. Controller will be constantly checking the 

master for downtime and doing crossover to slave in case tolerable 

down time is exceeded. For this purpose we will use open source 

tools like heartbeat, pacemaker and DRBD.  

 

 
Fig. 1 Virtualization 
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Twitter, is one of the largest social media site that receives tweets in millions 

of data in every day in range of Petabytes per year. Big Data is a pool of 

information that is outsized and difficult to progression by data processing 

applications, Hadoop is a disseminated archetype used to handle the huge 

quantity of documents. It grasps the vast quantity of documents and carry out 

the procedures like documents analysis, outcome analysis, and records 

analytics. It is highly scalable computing platform. Productive E-commerce 

sites, Facebook, Twitter one of the largest social media site receives 

comments, tweets or customer reviews in millions every day in the range of 

terabyte or petabytes per day. Ideas and opinions of people are influenced by 

the opinions of other people. Lot of research is going on analysis of reviews 

given by people. We can collect the data from the social media site by using 

BIGDATA eco-system using online streaming tool Flume. This huge amount 

of raw data can be used for industrial or business. This Analytics paper 

provides a way of analyzing of big data such as Twitter data using Apache 

Hadoop which will process and analyze the tweets on a Hadoop clusters. In 

this paper, we are going to talk how effectively sentiment analysis is done on 

the data which is collected from the Twitter using Flume. Twitter is an online 

web application which contains huge amount of data that can be a structured, 

semi-structured and un-structured data. Twitter is also difficult due to 

language that is used for comments. So here we are taking sentiment 

analysis, for this we are using Hive and its queries to give the sentiment data 

based up on the groups that we have defined in the HQL (Hive Query 

Language). Here we have categorized this sentiment analysis into 3 groups 

like comments that are having positive, moderate and negative comments. 

 
                   Copy Right, IJAR, 2016,. All rights reserved.

 

Introduction:- 
Big data is recycled ubiquitously at the present in disseminated archetype on web. BIG data is the group of 

collections of massive volume of data. So Big data came into picture in the real time business analysis of processing 

data. Some well-known internet companies like Google, Amazon, LinkedIn, Yahoo! etc. have generated a huge 

amount of structured and unstructured data every day. This exponential growth of data leads to some challenges like 

processing of large data sets, extraction of useful information from online generated data sets etc. Twitter.com is a 

popular microblogging website. Each tweets is 140 characters in length. Tweets are frequently used to express a 

twitter's emotion on particular subject. The upcoming of operational societal mass media and communication 

machineries has activated a quick rise in the stream of user produced content of several forms. Persons are precise 

their responses, desires and preferences through societal mass media via means of word-based piece of short nature 

relatively scripting extensive writing. We appeal groups complete through this old-fashioned way as G-friends, 

which stands for topographical geo location based groups. So Big data came into picture in the real time business 

analysis of processing data. Some well-known internet companies like Google, Amazon, LinkedIn, Yahoo! etc. have 

generated a huge amount of structured and unstructured data every day. This exponential growth of data leads to 

http://www.journalijar.com/


 International Journal of Advance Engineering and Research 
Development 

Volume 3, Issue 4, April -2016 
 

@IJAERD-2016, All rights Reserved  28 
 

Scientific Journal of Impact Factor (SJIF): 4.14 
e-ISSN (O): 2348-4470 
p-ISSN (P): 2348-6406 

User Interface to evaluate Fuzzy Matching Results 

Chirag Nagpal
1
,
 
Neha Malik

2
, Ajit Singh

3
, Shushma Shirke

4
, Shinsmon Varghese

5
 

1-5
Dept. Of Computer Engineering, Army Institute of Technology 

 

Abstract —Entity Resolution is a challenging problem, even more relevant in todays’ time of big data. In this paper, we 

present a User Interface framework in order to perform and evaluate results of the Entity Resolution process. The user 

interface provides an intuitive experience to an end user to experiment with various parameters, and machine learning 

algorithms to perform fuzzy clustering based Entity Resolution. 

Keywords-component; formatting; style; styling; insert (key words) (minimum 5 keyword require) [10pt, Times new 

roman,Italic,  line spacing 1.0] 

I. INTRODUCTION 
Entity Resolution is a challenging problem, Entity Resolution is a challenging Computer Science problem. In today’s 

world of Big Data, and the Semantic Web, entity resolution has become an even more important problem to solve. Today, 
the internet provides extensive amount of data. This data, might be in the form of structured formats like SQL Tables, or 
maybe completely unstructured with multiple hierarchical structures. 

This unstructured data, is a modern feature of today’s world of Big Data, and any computational task requiring the 

exploitation of this data requires it to be arranged, systematically, such that standard algorithms can be easily deployable 

across a wide range of data sources. The unstructured and noisy nature of this data, also necessitates newer more robust 

approaches to solve the Entity Resolution problem.  

 

Traditional ER approaches employ extremely naive comparisons between individual features in order to solve the ER 

problem. Thus a traditional ER approach, might involve the comparison of a combination of certain specific features 

from two individual databases. In case of a match, these records are grouped together, or in other words resolved into a 

single entity.  

 

A common extension to such an approach is the ‘Merge-and Purge’ strategy in which records are compared, pairwise, 

and if found to be matched, they are merged into a single record. Such a strategy is computationally more tractable as 

compared to naïve pairwise comparison. [1] 

 

While such an approach might work well, for well structured datasets, however, determining such crisp rules, to resolve 

unstructured datasets is a challenging task. This challenge stems from the fact that it is extremely difficult to determine a 

single rule or combination of rules, that can effectively predict a match with perfect confidence, and such a rule can 

obviously not be determined manually, owning to the possibility of large dimensionality of the data. On the other hand, 

the dataset under consideration might be incomplete, that is, might be missing in certain features, and hence a specific 

rule or set of rules may not be applicable. This is especially true in case of data crawled from the internet, like for 

example microblogs. 

 

A case in example could be microblogs. Let us consider an Entity Resolution problem involving the resolution of all 

tweets posted at from a particular location. While in some cases, microblogs may contain specific features like the geo-

location of posting, in other cases it might contain this particular feature. Thus a simple rule involving the resolution of 

all tweets posted at a particular area may not be adequate. Here, the match function would require a more sophisticated 

approach of looking at other features, like if the post is from the same user and the time difference between the various 

posts is minimal, we can predict that the posting location is the same. 

 

Such complex relations between various features can not be modelled easily with simple feature subsets and require more 

complicated approaches. A reasonable approach here would be to leverage machine learning approaches in order to learn 

such complicated features to predict a match. Incase we tried to model the problem above using a standard supervised 

learning model like decision tree, it would have been able to learn the complicated relations between various individual 

features in the features, thus able to come up with a representation for the problem. In the most obvious case a decision 

tree for this task would have looked at the location information, incase not present, it would then have tried to look for if 

the user is the same and then, the posting difference. In case this corresponded to the previously learnt values for these 

features, the algorithm would have been able to compute if there is a match.  

 

In such a specialized, specific application, we require to model this problem in an unsupervised or semi supervised 

setting, in order to carry out the ER process, without the need of labelled training data. [2] In this paper, we present a 

framework to carry out the semi supervised pipeline to perform entity resolution. Our semi supervised pipeline depends 
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Abstract —The networking environment today is increasingly complex. The convergence of data center, business 

expansion and new service deployments need to combine several different technologies - including physical and virtual 

devices - into a single network infrastructure. These networks must handle massive amounts of traffic with critical 

applications on both issues to the point and multicast network strategies. You need high-capacity network devices to 

route and switch huge amounts of traffic. Network equipment manufacturers are positive that their equipment can not 

only handle the needs of a complex network infrastructure, but also easily expand - often at massive scales. suppliers and 

network service companies must be able to highlight their infrastructure to see if they can handle the traffic volumes and 

provide the best quality service. 

With our project, we will make an assessment and gather the requirements to provide our developers, multi-node 

OpenStack test environments on demand where they can, in a whiteboard like fashion, configure different network 

functions, edit them in all different types of distributions. The main objectives are the ease and speed of the test lab 

configuration,safety, repeatability and cost. 

Our benchmarks conduct functional and performance testing and probing the weaknesses and vulnerabilities. As such, 

we have to push the changes to a variety of environments with multiple physical and virtual components. 

 

 

Keywords- Opendaylight; Openstack; RESTful API; Virtual Machine; Devstack 

 

I. INTRODUCTION 

A centralized platform for testing and analyzing the performance of network application is going to developed. The 

platform will provide the administrator with features to test: 

1.Multiple OS support 

2.Direction and rate of traffic flow 

3.Resources required and usage 

4.Security 

5.Cost 

6.Integration for already present and future technologies 

 

It is done by using Opendaylight Restful and neutron APIs which is the local API support provided for Opendaylight and 

Openstack Integration. 

. 

  

II. RELATED WORK 

 

OpenDaylight is an open platform for network programmability to enable Software-Defined Networking (SDN) 

deployments on heterogeneousmodern multi-vendor networks. OpenDaylight provides a platform abstraction model 

oriented service that allows users to easily write applications that work across a variety of hardware and South terminal 

protocols. 

 

OpenStack is a platform for free and open-source software cloud computing, mostly deployed as an infrastructure -as- a-

service (IaaS). The software platform consists of interrelated elements that control pools of processing equipment, 

storage, and network resources across a data center. Users manage either through a dashboard based on the Web, through 

command line tools, or through a RESTful API. 
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ABSTRACT- Cloud computing is a way of computing which includes sharing computing resources rather than having 

local servers or some personal devices to handle applications or store data. It is a prime need of today's IT world and in 

order to increase benefits, organizations are rapidly shifting to cloud computing. In this form of computing resources 

such as servers, storage and applications are made available to organizations through Internet. The vendor complete the 

request of the user through a package, the user procure the resources in the beginning and they don't know how much 

they are using ,so they end up paying for the whole package. In this paper we have made a novel attempt to propose a 

technique to calculate the real time utilization of cloud resources. Further, in this paper we have proposed an 

algorithm/tool for continuous updating of cloud resource's use and thus increasing the user’s profit. 

 

Index Terms- Cloud Computing, Cloud Resources, Cloud Resources allocation, Cloud Resources analysis 

 

I. INTRODUCTION 

Cloud computing is the most prevailing technology that relies on sharing computing resources rather than having local 

servers or personal devices to handle applications. Users of cloud computing request for different computing resources 

and the cloud service providers pick up the required resources from cloud resource pool and provide these as per the 

requirement of individual user. In order to accomplish as many requests as possible, it is very much necessary to utilize 

cloud resources effectively and wisely. A calculated use of cloud resources helps the organization or an individual user to 

save their money by using resources only they required and also enhances the performances. 

Cloud computing [1] is one of the prime need of today’s IT world. Organizations are shifting to the cloud rapidly in order 

to increase their overall benefits. Cloud computing has Virtualization as its backbone. Cloud resources are provided on 

demand using the Internet and an on-running migration of resources is done by the cloud service provider. 

So it is very important to monitor the cloud resource allocation and utilization. The very basic motivation behind this is a 

particular user procure certain resources from any vendor as per their use [2], but at the vendor end only that much 

resources are deployed which the user is actually using, so it is a notable loss at users end and user is unaware of it. 

The major problem with the traditional monitoring system is that, they provide only domain specific information. For 

example, a networking tool monitors only the network packets. Therefore, these performance tools report resource 

utilization statistics and good view of individual components. But they fail to give a good view of  entire cloud 

infrastructure. 

The end users look for intelligent reports to actually point to what, where and when action is needed. So, it is essential to 

have a monitoring system that correlates all the components and give a consolidated report about the resource availability 

and consumption of resources in a cloud infrastructure so that, customers believe that they pay only for what they are 

getting.  

This brings us to the problem how to measure the actual resource utilization as per user prospective, so as to provide user 

with an insight of their actual requirement which would in turn not only minimize their cost overhead and maximize their 

profit margins but also save them from probable exploits [3]. 

 In this paper we have proposed algorithm to continuously monitor the utilization of cloud resources as per utilization and 

also provided with a solution, a tool, which would monitor the actual use of resource and provide user with useful 

insights. 

 

II. RELATED WORK 

This section discusses prior work related to our research. 

 

i) Cloudyn 

Cloudyn is able to complete various aspects of the proper cloud computing utilization. It optimizesthe cloud and 

ensure that the cloud deployment is optimally priced and utilized, it has also helped in cutting the costs and 

eliminating the shocking monthly bills. Gaining insight and visualizing the usage and performance trends all in one 

place is the new feature of the Cloudyn and it also helps in comparing clouds and research the deployment’s 

performance. 
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Abstract —In todays time of multiple heterogenous sources of data, data dedupliction is a difficult challenege. We 

present a Web Based framework that utilizes the popular MVC paradigm to provide the end user with a functionality 

allowing Data Deduplication. In the backend the framework allows the use of distributed computing using a Map Reduce 

strategy to scaleu p our de deuplication schme.  
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I. INTRODUCTION 

 

We live in the day and age of big data with multiple heterogeneous sources of data from the Internet of Things to the 

Semantic Web. With multiple such data records, there is inherent possibility of data redundancy in these strict schema 

driven databases. Thus a need is felt to utilize recent trends in machine learning techniques in order to resolve such 

inherent redundancies arising from various sources including human error.  

 

 

                                                                
 

(a)                                                             (b) 

 

 

Fig. 1 (a) The graph nodes represent the entities before Data Deduplication. (b) Represents the records after 

Deduplication the dashed edges represents the records that are found to be similar using the deduplication framework. 

 

In this paper we present a web based framework, along with a Map Reduce backend in order to perform this large scale 

fuzzy matching based Entity Resolution. The framework allows users without any prior domain knowledge of machine 
learning or distributed computing to perform data deduplication on these datasets. The web framework is flexible and 

allows decoupling of the underlying Map Reduce backend with a Model-View-Controller based frontend. 

 

II. MVC FRAMEWORK 

 

The MVC[1] is an extremely popular design pattern encountered in software development. MVC frameworks are the 

preferred for various large scale web platforms. MVC frameworks allows the decoupling of components into the 

application into three basic parts – The Model, The View and the Controller. 

 

2.1.   Model 

 
It refers to the data of the application. The model comprises of the rules and logic that govern how data is stored and 

manipulated. Popular MVC frameworks support various different Model paradigms like RDBMS, where data is stored in 

strict schema driven relational databases, such a strategy is employed by SQL or Structured Query Language. Newer MVC 

frameworks also support the use of paradigms like NoSQL databases, which are extremely flexible in terms of the schema 

of the data to be stored.  
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Abstract—Medical and Healthcare industry comprises of sec- tor of industries that focus on patient well-

being and medical research. These industries make up about 10% of the GDP of any developing nation. 

In India, the worth of medical industry is about $78 billion and it is expected to rise to $200 billion by 

2020 [15] . IT industry has touched almost every domain of industries, medical industry remains to be 

exploited. IT industry will help in automation, better record management, and research in the healthcare 

industry. With the traditional methods, chances of medical negligence and misdiagnosis are prominent. We 

can use information technology  to  facilitate  medical  practitioners by providing them an interface to make 

calculations on-the-go, retrieve medical records and provide diagnosis by eliminating guesswork. By making 

calculations automated, degree of error is drastically reduced, which increases precision. Chances of medical 

record loss can be handled by maintaining a central server. Also, confidentiality of medical records can be 

achieved. In the current scenario, applications have to be developed for every platform separately. This 

consumes both time and money. Our solution proposes a hybrid application that will run on every platform. 

The application development is faster, simpler, and more rapid and the application is easier to maintain. 

You can change platforms anytime you need, Cordova lets you build your application for more than one 

platform just by one adding line of code. 

Keywords—Hybrid application,Prediction,Cross-platform porta- bility 

 

I. INTRODUCTION 

Medical practitioners require a lot of complex calculations in which the amount of precision expected is very high. 

Such calculations might involve medical inputs such as sugar level, haemoglobin, etc. The first part of our app suite 

facilitates that, providing on-the-go calculations to medical practitioners. This can help them to make medical decisions. 

The second part is related to medical diagnosis using Naive Bayes’classifier. Prediction can be done using this 

machine learning technique. 

Both these parts come under the umbrella of a hybrid app suite which facilitates the use of the app on multiple 

platforms without the need of writing large pieces of extra code. 

 

 

A. Motivation 

The future for medical apps is bright. There will coexist both native and web based apps. App stores will 

continue to thrive and the market for consumer directed health apps will thrive. However, apps directed at physicians 

will become increasingly better connected to patients clinical records and will more likely be distributed by hospitals and 

other provider  institutions. 

According to industry surveys, by 2018, more than 1.7 billion smartphone and tablet users will have downloaded at 

least one mobile medical app (MMA) [16] . This level of acceptance and adoption of medical apps means new 

trends in innovation, and low cost medical services.These apps often control human physiology and work on sensitive 

health data, thus it is necessary to have evidences of their trustworthiness before actual marketing. 

 

 

B. Literature Survey 

Over the last fifteen years, IEC 62304 has become the benchmark standard for the development of medical 

device software, whether standalone software or otherwise, in both the EU and the US [17] . Leading industry innovation 

in software technologies has led key industry leaders and government regulators to recognise the emergence of numerous 

standalone medical software products that operates as medical devices. This has been reflected in regulatory changes. 

Example: Euro- pean medical devices directive MDD/93/42, updated in 2007. In Europe, a guidance document has 

been published on this subject. [18] The quality management system requirements for manufacturing a software medical 
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Abstract — Implemented and evaluated different algorithms in the context of developing a recommendation system 

based on data gathered from Facebook user profiles. In particular, we are looking at a Collaborative Filtering 

algorithms, a Content Filtering approach, and Naive Bayes, and comparing their performance in terms of standard 

measures. The algorithms draw from principles and techniques in Machine Learning, Information Retrieval, as well as 

Graph Theory. The Facebook graph API was used to scrape friend’s Facebook profile data. This results in a dataset of 

Facebook user profiles in XML format, listing different attributes for a particular user. The ’liked’ TV show and movies 

sections act as the labels for our training and test data , and the rest of the sections are used as the supporting attributes. 

 

Keywords- Recommendation System, Collaborative Filtering, Content Filtering, Naive Bayes, Information Retrieval, 
Graph Theory. 

I. INTRODUCTION 

             The traditional TV industry is facing threats and challenges due to the development of the mobile internet. This 

has happened due to the evolution of Big Data which is changing the traditional industry. For traditional TV shows, 

audience rating is the metrics whether the show is good or not. Therefore, how to improve the audience rating is an 

urgent issue for traditional TV shows and movies. This paper proposes a TV shows and movies recommendation system. 

This system is based on the machine learning algorithms which can automatically recommend TV shows and movies to 

the audience in accordance to their interest.  

 

Recommendation systems are the one which empower users to use their enormous amount of data and make some 

informed choices in the future. This field of recommender system has gone through a lot of innovation and research. In 
the same spirit, this project focuses on building a recommendation system based on the data collected from Facebook 

profiles of several users. 

 

 

1.1 Goals and Objectives 

The main aim of this project is to predict on what genre of TV shows or movies a user is likely to be interested which 

will be based on their raw Facebook data and then recommending a set of related items to the user. 

 

The objectives of the project are as follows: 

  1. Gathering of data from various Facebook profiles using Graph API v2.8. 

  2. Pre-processing the raw data using different filtering techniques. 

  3. Data Analysis using different Machine learning Algorithms. Building a recommendation system for TV shows based    
on data collected from Facebook profiles of several users. 

  4. Performance measurement and comparison of different algorithms. 

 

 

II. DATA SET FOR THE SYSTEM 

             Data Set for the proposed system was captured using the Facebook Graph API. The Graph API is the primary 

way to get data out of, and put data into Facebook’s platform. It’s a low-level HTTP-based API that you can use to 

programmatically query data, post new stories, manage ads, upload photos, and perform a variety of other tasks. The 

Graph API is HTTP-based, so it works with any language that has an HTTP library, such as cURL and urllib.  

 

As the newer Graph API v2.8 has a limited user profile information access policy. So, a user is only allowed to access   
his/her friend’s user profile data. By using a python script we obtained data of our friends’ profile. Most of these profiles 

had very less or no information. So, we discarded the profiles of people who listed less than two “likes”. In the end, we 

had almost 900 user profiles to work with. Out of this we randomly selected 20% to be the test users. 

 

 

III. PREPROCESSING OF DATA 

             As an initial step, various filtering techniques were applied on the acquired data i.e. the Facebook user profiles as 

well as the metadata on TV shows and movies. The preprocessing step is important to be able to treat the entire data 

uniformly. Following are the filtering techniques that have been applied on the data: 
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Abstract —Cloud computing allows tenants to rent resources in a pay as-you-go fashion. It offers the potential for a 

more cost effective solution than in-house computing by obviating the need for tenants to maintain complex computing 

infrastructures themselves. To achieve this benefit, the right amounts of computing resources need to be given to the 

applications running in the cloud. The amount of resources needed is rarely static, varying as a result of changes in 

overall workload, the workload mix, and internal application phases and changes. To avoid problems, the amount of 

resources allocated to applications should be adjusted dynamically, which brings two main challenges: (1) deciding how 

much resource to allocate is non-trivial since application resource needs often change with time and characterizing 

runtime application behaviour is difficult; (2) application resource needs must be predicted in advance so that the 

management system can adjust resource allocations ahead of the needs. Furthermore, resource-management systems 
should not require prior knowledge about applications, historical data  such as application behaviour profiles, and 

running the resource management system itself (including its prediction algorithms) should not be costly. 
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I. INTRODUCTION 

 

Cloud computing enables provisioning the user with a utility of cloud which might be a platform, software or an 

infrastructure as whole. Varying infrastructural and service tools may significantly impact the performance of the 

cloud, its overall usage and in turn, the cost an industry is expending out to purchase that cloud. Monitoring such changes 

is essential for the analysis of the relationship between the usage of the cloud and its users. Monitoring infrastructural 
resources is essential for the building up of frameworks that enables Service Level Agreements based on applications 

QoS requirements. Unless performance guarantees at the level of hardware resources like CPU, Memory and I/O Devices 

are not given, it becomes mandatory to have necessary monitors in place for the infrastructural resources . Both 

Cloud provider and clients are the beneficiaries of resource monitoring. Cloud providers have to monitor the current 

status of allocated resources in order to handle future requests from their users efficiently and to keep an eye on 

malicious users by identifying anomalous behaviour. The analysis of this data would help the client to buy the cloud with 

the optimised value of data required for the operations and cost cutting operation would be successfully implemented. 

The advent of cloud computing in the 20th century, initially lead to a small scale of transfer and sharing data between 

various users. Soon as the time passed by, storage and security of the cloud became the most important aspects to be 

taken care of and many industries started using clouds for their information storage. The concept of storing data in a 

remote location was new to the world, and this technology was supported by construction of huge data centres 

underground or in buildings, supported with high transfer rates of data using fibre optics. The industries today, use data 
centres which constitute of millions of hard disks storage and store trillion bytes of data. On a local level, whenever a 

person purchases a cloud worth a particular cost, the usage is limited to his or her needs. Sometimes the user requires 

fewer amounts for storage and sometimes more. The irregular use of data leads to the excess purchasing of the cloud 

which directly suggests that a user might be purchasing a higher amount but is using it less.  

 

II. PROBLEM DESCRIPTION 

 

In a Cloud, hosted applications such as a multi-tier websites may run on group of VMs that span multiple physical hosts. 

These VMs form a resource pool. Due to initial placement and load balancing, the actual deployment of these VMs can 

show an arbitrary topology on physical nodes .As the number of VMs increase, the cloud infrastructure is divided into 

sub clusters, each of which is responsible for resource allocation of one application. In this dissertation, we aim to design, 
implement and evaluate a resource management mechanism that indicates the user usage of the cloud over the period of 

time using metrics provided by OpenStack and Ubuntu and using data analysis provide the user an optimal solution. 

The goal of this project is to create an intelligent resource management scheme in a cloud platform. Uses the combined 

cloud utilization data, we want to create a usage model for a recommender system. Using this recommender system, the 

relevant modification is carried on the specific instance. A resource utilization report is presented to the user along with 

the model recommendations. The analysis step then uses a machine learning algorithms to make an Online Prediction 

Model. Using the prediction model, the needs of the particular instance are extrapolated and the necessary modifications 

are made for the resource allocation. Make a front-end for the user to manage his resource requirements based on the 

recommendations by the usage records. 
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Abstract — Implemented a file downloader using the DPDK network interface for rump kernel. The combined result is a 

userspace TCP/IP stack doing packet I/O via DPDK. DPDK is a framework used to provide a simple, complete 

framework for fast processing of packets in data plane development applications and the framework creates a set of 

libraries for specific environments. The DPDK implements a model known as run to compilation for processing of 

packets, where all resources must be allocated before processing pakects by calling Data Plane applications, running on 

logical cores as execution unit.DPDK also uses a pipeline model which passes packets or messages between different 

cores via the rings. 
 

Keywords-- Qemu/KVM,DPDK(Data Plane Development Kit),Rump Kernel,Open v-Switch,TCP/IP Stack 

 

I. INTRODUCTION 

 

DPDK is used to provide complete framework for fast processing of packets in data plane applications[1]. DPDK 

framework creates an Environment Abstraction Layer (EAL) with the help of set of different libraries for specific 

environments, which is mainly be specific to a mode of the Intel architecture, Linux user space or a specific platform [1]. 

Make files and configuration files are used to creating and building these environments. To create applications using 

DPDK,once the EAL library is created, user links his application with the EAL library [1]. 

The DPDK implements a model known as run to completion model for processing of packets [1]. DPDK also uses a 
pipeline model which passes packets or messages between cores via the rings. This allows different types of work to be 

performed in stages via pipeline and may allow more efficient use of code on cores. Interrupts are not used in this model 

because of the performance overhead imposed due to interrupt processing. 

For DPDK enabled application a DPDK network interface for rump kernel is created and the combined result is a user 

space TCP/IP stack doing packet I/O via DPDK.A rump kernel employs a mechanism for taking an monolithic operating 

system kernel(existing), leaving everything out except drivers, and those drivers are used as a library components. 

 

II. GOALS AND OBJECTIVE 

 

The main goal of this project is to improve the performance of network application by fast packet processing using Data 

Plane Development Kit and better utilization of resources.At the end we will analyse and compare the Performance of 

Network Application working on traditional environment and a DPDK enabled environment. 

 

Figure 1. Packet Processing in Linux 
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Abstract - Cardiovascular disease is one of the most heinous 
disease, especially the silent heart attack, which attacks a 
person so abruptly that there’s no time to get it treated and 
such disease is very difficult to be diagnosed. The lack of 
specialist doctors and increase in wrong diagnosed cases has 
necessitated the need for building an efficient heart disease 
detection system. Various medical data mining and machine 
learning techniques are being implemented to extract the 
valuable information regarding the heart disease prediction. 
Yet, the accuracy of the desired results are not satisfactory. 
This paper proposes a heart attack prediction system using 
Deep learning techniques, specifically Recurrent Neural 
Network to predict the likely possibilities of heart related 
diseases of the patient. Recurrent Neural Network is a very 
powerful classification algorithm that makes use of Deep 
Learning approach in Artificial Neural Network. . The paper 
discusses in detail the major modules of the system along with 
the related theory. The proposed model incorporates deep 
learning and data mining to provide the accurate results with 
minimum errors. This paper provides a direction and 
precedent for the development of a new breed of heart attack 
prediction platform. 

Keywords: Heart Attack Prediction System, Data Mining, 
Artificial Neural Network, Recurrent Neural Network, Gated 
Recurrent Unit. 

1. INTRODUCTION 

Cardiovascular diseases are one of the highest flying diseases 
of the modern world. According to a survey, about more than 
17.7 million deaths occur all across the world annually due to 
heart diseases[1].  Of these deaths, an estimated 7.4 million 
were due to coronary heart disease and 6.7 million were due 
to stroke[2]. Heart Attacks are one of the most deadly 
diseases which can knock one down at any point of time 
without any invitation and silent heart attacks are something 
which most doctors are not able to predict. The lack of 
specialists and increasing wrong diagnosed cases have 
necessitated the need for building an efficient cardiovascular 
disease prediction system. This has led to research and 
development of new medical data mining techniques and 
various machine learning techniques. The main objective of 
this work is to identify the key patterns and features from the 
medical data using the classification algorithms and then to 
select the most relevant attributes for silent heart attack 
diagnosis. The use of Recurrent Neural Network will further 
enhance the accuracy of the results. While the implementation 
of such a system is not unprecedented, the existing systems 
have drawbacks and do not aim at finding out the possibilities 
of silent heart attacks. This paper aims to address these and 

propose implementation of innovative features to develop a 
more comprehensive system. 

2. LITERATURE REVIEW 

 

Table 1 - Various ML techniques used for heart disease 
prediction 

3. PRESENT SYSTEM 

Present systems used for prediction of heart attack are 
failing to meet the desired accuracy in the results. As seen in 
the literature survey, the machine learning techniques used 
are pushing the accuracy till a certain limit. Moreover, the 
issue with the present heart attack prediction system is the 
uses of attributes. The attributes to be selected for the 
prediction of heart attack are the conventional ones and thus 
the results are generating wrong results many-a-times.  The 
proposed model aims to extract the proper attributes from 
the datasets which will enhance the precision of the 
prediction.  It will also provide the users with proper 
diagnosis so that the user understands the problem well 
without much difficulty. 

4. PROPOSED HEART DISEASE PREDICTION SYSTEM 

The project sets itself apart by harnessing the powers of 
both Deep learning and data mining. The paper proposes a 
system, with a strong prediction algorithm, which implements 
powerful classification steps with a comprehensive report 
generation module. The project aims to implement a self-
learning protocol such that the past inputs of the disease 
outcomes determine the future possibilities of the heart 
disease to a particular user. The proposed model makes use of 
strong preprocessing tools so that the classification and 
prediction do not show any errors relating to the dataset. A 
huge no. of training sets will be used to make the prediction 
more and more accurate. Not only does the datasets but also 
the attributes to be used are selected taking into 
consideration the various important parameters and 
attributes. 
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Abstract— The X.509 Public Key Infrastructure is 

centralized, weighing trust on single entity - Certificate 

Authority. A decentralized public key infrastructure for 

issuing SSL certificates is needed to overcome the flaws in 

the current X.509 PKI, which can help remove a single point 

of failure and in early detection of rogue certificates. 

Certificates will be signed by making a transaction. Domain 

owner will put up certificate along with signatures by trusted 

entities on their server, and clients will verify the integrity of 

this certificate that they receive by querying the smart 

contract on block chain. 

Key words: X.509, PGP, PKI, Certificate Authority, 

Ethereum, Blockchain, Smart Contract, IPFS 

I. INTRODUCTION 

There are around 1200 Certification Authorities (CA) and 

the security of Internet relies on the least trustworthy of 

them. Public Key Infrastructure is often considered as 

Achilles Heel internet. Our current PKI leaves our 

communication vulnerable to Man in the Middle Attacks 

(MITM)
 
giving a false sense of security. Security can be 

broken by spoofing DNS and compromising Certificate 

Authorities, both of which are, although very difficult, but 

possible and has been done various times in past
 

by 

malicious hackers, government or intelligence agencies 

either by infiltrating networks or using backdoors. A 

breached CA can sign malwares, making it appear as an 

authentic software. As years went by, authorities/individuals 

in power have abused their power to stay in power. ICANN, 

created by the American government, serves as the 

backbone of the Internet
 

having ownership of root dns 

servers. Trust is disrupted. Instead of fixing and patching the 

loopholes again and again, a new infrastructure is needed. 

The future of Internet IS decentralized and open. 

Pretty Good Privacy’s web-of-trust model provided 

mechanisms to exploit the trust between different parties, 

however not specifying how trust should be established in 

the first place. Because of this there is slow adoptation of 

PGP. What we aim to do is adapting PGP style web-of-trust 

backed by smart contracts to manage – publishing, signing, 

revoking keys – removing weight of trust from a single 

entity in the PKI at the same time increasing overall trust 

among the entities. 

II. EXISTING SYSTEMS 

A. Certificate Transparency 

After the Diginotar hack, Google came up with a 

mechanism
 [22][23]

 to detect fraudulent certificates being 

issued. Its working describes a public ledger, in which all 

the certificates issued to all the domains are present, 

accessible to users and the domain name owners. 

Monitoring and auditing of certificates can alert domain 

name owners (at the earliest) when a certificate is issued on 

their name. The difference between this and blockchain 

based solution is that Public ledger here is present on a 

central log server, means there will be very few of them 

(every CA will be expected to have log server up, however 

anyone can setup and run their own). CT can be 

implemented on blockchain, but CT does not prevent the 

attacks it just helps in early detection. Much more can be 

done if blockchain is used to change the PKI. 

B. Certificate Pinning 

“Certificate pinning is a process of associating a host with 

its expected X.509 certificate or public key. Once a 

certificate or public key is known or seen for a host, the 

certificate or public key is associated or 'pinned' to the host. 

If more than one certificate or public key is acceptable, then 

the program holds a pinset. In this case, the advertised 

identity must match one of the elements in the pinset.
 
This 

utility is enabled by default in most of the browsers. The 

only problem with certificate pinning is that when the 

certificate will be obtained from the host for the first time 

before it gets pinned it will be vulnerable to MITM attack. 

One walkaround for this is browsers having embedded 

certificates for websites. 

C. DNSSEC Dane 

In 2014 it was found that emails to be send through Yahoo!, 

Hotmail, Gmail were being routed through rogue mail 

servers. DNSSEC was introduced to overcome these flaws 

in DNS. DNSSEC protects the query to Domain Name 

Servers by using digital signatures. It should be noted that it 

does not encrypt information just helps in validation using 

signatures. DNSSEC incorporates a chain of digital 

signatures into the hierarchy with each level owning its own 

signature generating keys. This means that for a domain 

name like www.example.com each DNS resolver must sign 

the key of the one below it along the way. Each DNS entity 

will sign its child’s public key. Root zone will sign .com’s 

public key, .com will sign example.com’s public key. 

DANE (DNS-based Authentication of Named Entities) 

makes use of DNSSEC for secure communication between 

intended domain’s server and clients by enabling 

administrator of a domain name to certify the keys used in 

that domain's TLS clients or servers by storing them in the 

DNS. DANE is backward compatible and will remove the 

need of CAs. 

D. Convergence 

Convergence was designed to replace Certificating 

Authority with Notaries. Just like with a CA, client can 

choose to trust various Notaries. In current PKI a SSL 

certificate is signed by one CA, with convergence when 

client will be presented a SSL certificate from a server, it 

will check with multiple notaries whether they vouch for the 

certificate or not. From the result, the client can decide 

whether to trust the server or not. Major advantage of 

convergence over existing PKI is - when a CA is 

compromised and its certificate is revoked, all the 
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Abstract: With the rapid research happening in the field of education and testing many systems implementing the latest 

techniques like Item response theory and machine learning have been conceived. In this paper we will look at 

implementation of a system that aims at employing different fields of research to develop a comprehensive testing 

platform. The system sets itself apart by attempting to be self sufficient such that it requires little or no human 

intervention required. This is achieved through automatic question acquisition and classification through a community 

run forum and a dynamic database that automatically transforms itself in accordance with the trends in the test takers 

responses. It is based on Item response theory to get item characteristic classification for the question sets that allows for 

an efficient test generator that can effectively test users across a larger section on latent scale. It also provides a 

comprehensive result generation that informs the examinee about the various patterns in test thus allowing him to better 

prepare.  

 

Keywords: Item Response Model · Naive Bayes Model · CAT (Computer Adaptive Test) · 2 - Parameter Model · 

Recommendation System. 

I. INTRODUCTION 

 

Many researchers and institutions have endeavored to provide advanced testing systems and platforms for informed 

learning. These systems while efficient suffer from drawbacks like they are difficult to maintain and require regular 

maintenance. They are often vulnerable to questions with outdated effectiveness i.e. while the questions are good at 

testing the targeted trait, over time these questions become known and their effectiveness is reduced. The proposed 

model in this paper tackles these problems while also providing the testing capabilities of other implemented system 

without any compromise. It also incorporates a comprehensive report generator [1] that analysis patterns of the examinee 

along with a comparative study against the top performers. The system is divided into the major modules namely the 

database manipulator module, the test module and the report module. The working of these modules will be explored 

further in the paper. 

 

II. PROPOSED SYSTEM 

 

The task separates itself by using both machine learning and IRT [2]. The paper proposes a framework, with an 

advancing database, which actualizes effective testing and scaling hypothesis while also implementing a complete report 

generator module. The undertaking intends to actualize a group run discussion that is utilized to populate the database 

where the inquiries are progressively scored. The proposed show gives a percentile score as well as an inside out analysis 

of the performance. It recognizes the patterns in the performance of the examinee thus providing an insight into how the 

examinee can improve his performance. 

 

Actualizing of said system meets the objective of building up a framework with increased accuracy of estimating the 

learner’s true ability while tending to the disadvantages of the current framework 

The proposed system can be broadly divided into three main modules. 

 

a) Database manipulator. 

b) Adaptive test and report generator.  

c) Forum. 

 

Firstly, the forum module that employs the Bayes Model of classification. This module will be used to populate the 

database after correct classification of the questions picked from the forum. 

Furthermore, we have the database control module, this module is in charge of the dynamic scaling of the inquiries in the 

database in light of their discrimination and difficulty. This scaling depends on the information about the response of 

various examinees on that inquiry. This information contains the quantity of right reactions recorded and the normal time 

to accomplish the said reactions.  

The final module is the actual test that the examinee takes, this employs Item Response Theory Model and adaptive test 

principles to rate tested trait of the examinee and generate a comprehensive performance report. 
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Abstract : Mobile ad-hoc network (MANET)  wireless 

network  used to transfer information from  source to 

destination  without using wire . Now a day’s wireless 

networks are  tremendously used all around because there is 

no need of fixed infrastructure to communicate. To establish 

the network need of transmitter & receiver and the processor 

battery power is also major concern. Applications of 

MANET in many real time applications like military 

surveillance, disaster management, air pollution monitoring 

etc. Due to open access network these network are more 

vulnerable to different types of attacks in MANET. 

Challenge is to focus on security of mobile ad-hoc network. . 

There are different types of attacks occurs in wireless 

network .Gray-hole attack, black-hole attack, wormhole 

attack , DOS attack, man in middle attack  the major threats 

in the mobile ad-hoc network. In gray-hole attack packets 

are selectively dropped by attacker & confidential 

information not transmitted to receiver. This research paper 

on finding the grayhole attack in MANET using AODV 

routing protocol. 

Keywords: MANET, AODV, Black-hole-attack, Gray-hole 

Attack 

I .Introduction 

In the next generation of wireless communication systems, 

there will be a need for the rapid deployment of independent 

mobile users. Significant examples include establishing 

survivable, efficient, dynamic communication for 

emergency/rescue operations, disaster relief efforts, and 

military networks. Such network scenarios cannot rely on 

centralized and organized connectivity, and can be conceived 

as applications of Mobile Ad Hoc Networks [1]. A MANET 

[2] is an autonomous collection of mobile users that 

communicate over relatively bandwidth constrained wireless 

links. Since the nodes are mobile, the network topology may 

change rapidly and unpredictably over time. The network is 

decentralized, where all network activity including 

discovering the topology and delivering messages must be 

executed by the nodes themselves, i.e., routing functionality 

will be incorporated into mobile nodes. The set of applications 

for MANETs is diverse, ranging from small, static networks 

that are constrained by power sources, to large-scale, mobile, 

highly dynamic networks. The design of network protocols for 

these networks is a complex issue. Regardless of the 

application, MANETs need efficient distributed algorithms to 

determine network organization, link scheduling, and routing. 

However, determining viable routing paths and delivering 

messages in a decentralized environment where network 

topology fluctuates is not a well-defined problem. While the 

shortest path (based on a given cost function) from a source to 

a destination in a static network is usually the optimal route, 

this idea is not easily extended to MANETs. Factors such as 

variable wireless link quality, propagation path loss, fading, 

multiuser interference, power expended, and topological 

changes, become relevant issues [2]. The network should be 

able to adaptively alter the routing paths to alleviate any of 

these effects. Moreover, in a military environment, 

preservation of security, latency, reliability, intentional 

jamming, and recovery from failure are significant concerns. 

Military networks are designed to maintain a low probability 

of intercept and/or a low probability of detection. Hence, 

nodes prefer to radiate as little power as necessary and 

transmit as infrequently as possible, thus decreasing the 

probability of detection or interception. Types of different 

attacks in MANETS are Passive & Active attacks.  
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Abstract - Resource Scheduling and allocation is extremely 
important issue in cloud computing. Any computation is 
applied once there's ample or proportionate resources 
obtainable. Services square measure provided to the shoppers 
or finish users with the correct analysis of resources. 
Infrastructure as a service in cloud grabs a lot of attention in 
Cloud computing. To utilize resources a lot of with efficiency 
Associate in Nursing optimized programming rule is employed 
to deal with cloud programming issues. By deploying virtual 
machines in acceptable locations to boost the speed of locating 
best allocation methodology that intern allow most utilization 
of resources obtainable. The programming resources to beat 
unbalance in assignment drawback, during this parallel 
genetic rule idea is employed that is far quicker than ancient 
genetic rule Cloud computing plays an important role may be 
a model for sanctionative omnipresent network access to a 
shared pool of configurable computing resources. Any cloud 
provides services chiefly 3 ways code as a service (SaaS), 
platform as a service (PaaS) and infrastructure as a service 
(IaaS).  
 

Key Words:  Cloud computing; Resource Scheduling; 
VRaaS (virtual resource as a service); VMware; Parallel 
genetic. 
 

1. INTRODUCTION  
 
The cloud computing has nice potential of providing sturdy 
procedure power to the society at reduced value. The 
dynamic resource programming model for a public cloud 
that has varied nodes with distributed computing 
environments with many alternative geographic locations. 
To be competitive, firms should minimize efficiencies and 
maximize productivity. In producing, productivity is 
inherently joined to however well you'll optimize the 
resources you've got, cut back waste and increase potency. 
Finding the most effective thanks to maximize potency 
during a producing method is extraordinarily complicated. 
Even on straightforward comes, there square measure 
multiple inputs, multiple steps, several constraints and 
restricted. generally a resource affected  programming 
drawback consists of: a group of jobs that has got to be dead, 
finite set of resources which will be accustomed complete 
every job, related to set of constraints that has got to be 
happy. Constraints essentially of 2 sorts in Temporal 
Constraints the time window to complete the task, 
Procedural Constraints is that the order every task should be 
completed and Resource Constraints is that the resource 

obtainable with set of objectives to guage the programming 
performance. Clouds is accustomed give on-demand 
capability as a utility, though the belief of this concept will 
disagree among numerous cloud suppliers, the foremost 
versatile approach is that the provisioning of virtualized 
resources as a service (VRaaS). Cloud computing emerges as 
a brand new computing paradigm that aims to produce 
reliable, bespoke and QoS (Quality of Service) bonded 
computing dynamic environments for end-users. Cloud 
computing is that the delivery of computing as a service 
instead of a product, whereby shared resources, code and 
knowledge square measure provided to users over the 
network. 
 

1.1 Connected Work: -: - 
 
All such systems have a typical goal like fault tolerance and 
parallel execution of tasks and that they square measure 
being employed in several fields. Open supply version of 
MapReduce i.e. Hadoop or the MapReduce were designed to 
run jobs in parallel in value effective manner victimization 
artifact servers. For simplicity Associate in Nursing example 
framework is MapReduce. Once job is given to that, it 
mechanically takes care of dividing the given job into tasks 
and spreading them across the obtainable servers. There 
square measure 2 programs concerned specifically Map and 
cut back for specific practicality. There square measure 
several alternative programs that coordinate with the roles 
of MapReduce nature. MapReduce is meant to run 
information analysis jobs on an oversized quantity of 
knowledge, that is predicted to be hold on across an 
oversized set of share-nothing artifact servers. MapReduce is 
highlighted by its simplicity: Once a user has work his 
program into the specified map and cut back pattern, the 
execution framework takes care of ripping the work into 
subtasks, distributing and execution them. One MapReduce 
job invariably consists of a definite map and cut back 
program. MapReduce has been clearly designed for big static 
clusters. Recently there was ton of analysis went on parallel 
processing and its implications and potentialities. Several 
systems came into existence for process MTC applications 
wherever multiprocessing of knowledge is crucial. 

 
1.2   Challenges and Opportunities 
 
They contemplate the amount of obtainable machines to be 
constant, particularly once programming the process jobs 
execution. Whereas IaaS clouds will actually be accustomed 
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Abstract - Technology is advancing day by day, more advanced cars are being built every year but still we are not able to reduce 
the no. of road accidents. Approximately 1.35 million people die each year as a result of road traffic crashes. Road traffic crashes 
cost most countries 3% of their gross domestic product. More than half of all road traffic deaths are among vulnerable road users: 
pedestrians, cyclists, and motorcyclists. 
 
When the vehicle is four-wheeler and an accident occur than the chances of serious injuries or even deaths increases. We need 
more efficient systems which can prevent the accidents and help us to reduce them. One of the most common mistakes committed 
by human driver is talking on phone while driving or not paying attention on the road. Sudden change of the lanes leads to 
accident. 
 
A lane detection system can be built and which can identify the lanes and indicate the driver on sudden alteration in the lanes. 
Most of the car companies have ongoing projects on these technologies. This can be done with the help of image processing. 
 
I. INTRODUCTION 
 

A lane segmentation system is built using image processing. Image processing can be done with help of the python library 
like OpenCV. OpenCV provides various functions and tools to work on frames captured by the camera. With the help of 
OpenCV many complex calculations can be done easily. 
 
For making a prototype we need a camera, a bot and a raspberry pi. The camera will be mounted on the top of the bot and the 
raspberry pi will be fit on it. The raspberry pi will be operated with the help of a battery. The camera will capture the live 
events and provide them to raspberry pi. The camera captures frames which are then passed to the raspberry pi which does 
further processing on the frames. We can even control the frame rate too. We need to import NumPy library in our code which 
provides a high-performance multidimensional array object, and tools for working with these arrays. 
 
For better efficiency and good outcome, we need powerful cameras. 
 
The model architecture is shown in figure 1. 
 
A. Morphological Transformations: 
 

Morphological transformations are operations which are performed on the images on the basis of their shapes. The image is 
first converted in binary form and then the transfor-mations are applied. Two inputs are given to the function. First is the 
original image and second is the kernel or the structuring element which decides the nature of the operation. There are many 
types of morphological transformations. The two basic types are Erosion and Dilation. 
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ABSTRACT 

Recent researches and surveys have provided us with the evidence that distracted driver is a major cause of vehicle crashes all 

around the world. In-vehicle information systems (IVIS) have raised driver safety concern and thus, detecting distracted driver 

is of paramount importance. The project (or paper) shows a method of real-time distraction detection and initiates safety 

measures. In the realization of this project we have used Web-Cam, Raspberry Pi (a low cost, small size computing device), along 

with concepts of deep learning and convolutional neural networks. We classify drivers into multiple categories of distraction, 

some of them are texting, drinking, operating IVIS etc. Web-Cam feeds the classifier with real-time images of the driver of a 

particular vehicle. The system also constitutes a buzzer alarm which rings once the distraction is detected. 

Keywords: Machine Learning, Convolutional Neural Network, Classification, Hyper parameters.  

1. INTRODUCTION 

Distracted driving is characterized as a movement which 

redirects a man's concentration or consideration from his 

fundamental errand of driving. These sorts of exercises 

incorporate utilizing a cell phone, eating and drinking, 

discussion with co-travelers, self-preparing, perusing or 

watching recordings, modifying the radio or music player and 

notwithstanding utilizing a GPS framework for exploring 

areas. Among the greater part of the above, cell phone 

utilization is said to be the most diverting component. 

Diverted driving has been distinguished as an essential hazard 

factor in street activity wounds. Cell phone use has formed 

into an essential wellspring of driver diversion as it can 

prompt drivers to take their consideration off the street, 

consequently making vehicle tenants more helpless against 

street crashes. The utilization of cell phones while driving 

causes four kinds of commonly non-selective diversions – 

visual, sound-related, subjective and manual/physical. While 

visual diversions make drivers turn away from the roadway, 

manual diversions require the driver to grasp their hands off 

the guiding wheel; sound-related diversions cover those and 

Sounds that are critical for the driver to hear while driving 

and intellectual ones incite the driver to consider an option 

that is other than driving. 

A system with web-cam integrated to raspberry pi running 

python classifier can be used to capture the image and 

classifying it into either distracted state or safe driving state. 

If the driver is in a distracted state, a buzzer alarm is 

generated. For classifier, we have obtained the dataset of 

drivers driving in different states. This is fed in as our training 

data set and with an open source machine learning python 

library Scikit-Learn a classifier is generated to predict the 

distracted state of the driver. Following states of the driver is 

to be predicted: texting, talking to co-passengers, phone call, 

looking left or right, reaching back seat, self-grooming, 

operating IVIS and eating or drinking. We aim at building an 

integrated system of webcam and classifier model based on 

Convolutional Neural Network which would classify images 

based on different states of the driver. The training set used 

for building the model has been taken using a static driving 
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ABSTRACT 
 

This paper presents a holistic, non-intrusive approach for 

drunk and drowsy detection of the driver using computer 

vision techniques of facial landmark detection and motion 

detection. The driver's continuous real-time video feed is 

observed with the help of a smartphone camera. A single 

scalar quantity, Eye Aspect Ratio (EAR) which characterizes 

persistent eye blinks continuously analyses this feed. 

Simultaneously the system checks the body and the head 

movements using the differential imaging technique, which 

operates in real-time. A severity score indicating the fitness to 

drive is generated cumulatively using both methods. The 

driver is notified with the sound of an alarm if the results are 

positive based on a threshold value of the severity score.  

 

Keywords— Computer vision, Real-time processing, Motion 

detection, Facial landmark detection, Eye Aspect Ratio, 

Severity score 

1. INTRODUCTION 
Drunk and drowsy driving are the leading causes of road 

accidents across the world. Klauer et al. [1] have found that 

drowsiness increases the risk of an accident up to six times, 

which is further compounded due to nighttime conditions or in 

situations without prior sufficient sleep [2]. It is a well-known 

fact that the influence of alcohol is one of the major causes of 

reduced vehicular control and increased risk of accidents. 

Numerous studies have established that the risks of road 

accidents, injury or death increase exponentially under the 

influence of alcohol [3]. In Europe itself, there is an estimation 

of 10,000 deaths each year because of drunk driving [4]. 

Alcohol-impaired driving accidents contribute to approximately 

31% of all traffic casualties in the USA [5]. In China, Li et al. 

found that about 34.1% of all road accidents were alcohol-

related [6]. All of these studies indicate serious human lapses 

and avoidable causes of death, which can be prevented by 

proper monitoring and alerting technology. Therefore, it is 

essential to develop a holistic, non-intrusive system to 

continuously monitor a person’s physical and facial movements 

and to alert them at critical moments to avoid road [17] and 

[18]; techniques using a stereo camera [18] and [19]. Some of 

these techniques have also been converted into commercial 

products such as Smart Eye [18], Seeing Machines DSS [19], 

Smart Eye Pro [18] and Seeing Machines Face API [19]. 

However, these commercial products are still limited to 

controlled environments and require laborious calibration 

techniques. Thus, there is a long way to go before a reliable and 

robust commercial product is built in this category. 

 

The existing systems based on real-time driver monitoring, 

using image processing techniques are largely tackling one 

aspect of the problem, i.e. either drowsiness or drunkenness. To 

accidents, thereby significantly preventing serious injury and 

loss of lives. 

 

2. RELATED WORK 
Existing methods use both active and passive techniques to 

develop real-time monitoring systems. Active methods use 

special hardware such as illuminators [7], infrared cameras, 

wearable glasses with special close-up cameras observing the 

eyes [8], electrodes attached to the driver's body to monitor 

biomedical signals, like cerebral, muscular and cardiovascular 

activity [9] [10]. These methods provide reliable and accurate 

detection. However, the cost of such specialized equipment is a 

major drawback hindering their popularity. These equipment 

are also intrusive that is, it causes annoyance to the driver's 

body and hinders regular driving. The unusual effect of driving 

in the presence of invasive instrumentation reduces the 

drowsiness in testing and simulation conditions. Consequently, 

the efficacy of such models is limited in real road conditions. 

Most of them are yet to be effectively introduced in the market. 

 

Passive techniques in monitoring systems majorly rely on the 

standard remote camera. A set of these passive methods are 
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Abstract—In the present scenario, digital data generation, data consumption becoming necessary due to advancement in 
technology. The business process are taking advantage of the available data. The human data processing becoming 
important in various types of applications like person authentication, verifications automatically by the machines. One of 
the application is to identify the person automatically by the machine. 

Face recognition technology is available for use for couple of years. The face recognition technology is limited by the use of 
the restricted environment. In this paper, the method for person identification in unrestricted environment is presented 
using deep neural network. The face recognition and body part recognition these two important steps are used to identify 
the person. 

Keywords--Face recognition, deep learning, Person Re-identification. 

1. INTRODUCTION 

Identification of the individual person using various technologies becoming important due to the use of person 
identification in various applications like verification as airport, different unities, digital transactions, access to the 
restricted area or information. 

The person identification problem has been studied for several years, but the human like performance for person 
recognition by the machine is not achieved. There are many challenges for the person identification such as size, color, 
orientation and occlusion. The face recognition, recently available for use in the restricted environment.  

The person identification is done using face matching process. In this case, face images are stored in the face database. The 
unknown face image is matched with the face images available in the face database. The Face Recognition is implemented 
to person recognition but the constraints is the person should be close enough and also should front towards the camera. 
This process of face identification has limitations for real time face recognition application.  

In surveillance application, person recognition becoming very important as video cameras are installed in different areas. 
Previous work related to the Identification of Person is done through Facial Recognition only and that in addition, when 
the person has to show himself in front of the camera with properly aligned face fronting camera. This approach was very 
tedious as each time person has to manually show himself in front of camera to mark himself present many areas. This 
produces large video data for the processing.  

The person identification in surveillance video is challenging problem due to several issues like person orientation, scale, 
occlusion by other objects, lighting illumination etc. This paper the problem of person Identification using process of the 
person re identification is explored. 

Person re-identification is the process of mapping images of the individual person captured from various cameras or in a 
different directions or in different situations or instances. Another way to define is allocating an identity (ID) to a person in 
multiple camera configuration. Generally the re-identification is limited to a minor duration and a small environment 
(area) covered by camera. Humans have that ability to recognize other persons by using descriptors based on the person’s 
characteristics related to body like height, face, clothing, hair style and shade, locomotion(walk pattern), etc. and this 
seems to be an easy problem for humans but for a machine to solve this problem is extremely difficult. 

In visual surveillance technique, it is very important to link or associate individual people across different camera 
orientations. Cross view individual person re-identification ensure automatic identification and structure of particular 
individual person-specific features or movements over huge expanded environment and it is important for surveillance 
used in many applications for example tracking people using multi-camera and in forensic search. Particularly, for doing 
person re-identification, one compares a query person (person to be identified) the image is captured by camera view 
against a database created of the many people captured in another view for creating a ranked list or array according to 
their comparison distance similarity index. 

The most existing methods or approaches in order to perform ReID (re-identification) by changing visual appearance such 
as shape of the face, texture of the body and color of individual or multiple person’s images. People’s appearance is 
naturally limited because of the unavoidable ambiguities related to visual ability and untrust due to appearance 
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ABSTRACT 
 

Fast Moving Consumer Goods come a long way from the 

production of their raw materials to finally being bought by the 

end user, that is. the customer. Their Supply Chain 

Management is a tedious task and doesn’t really provide you 

with an auditable trail. The source and thus the quality of the 

product raises few questions. The paperwork involved in this 

leads to days of auditing for even a small discrepancy arising 

in the whole SCM. One of the obvious solutions to this is the 

digitalization of the whole process. But that still doesn’t stop it 

from getting tampered. The truth still poses a question with the 

quality of the product being consumed by the end user. Adding 

another level of surety is only possible by ensuring that the data 

is not tampered with during the whole supply chain of the 

product. This is only possible by having a blockchain to 

moderate the whole process. This will not only make sure that 

the data regarding the product is true to its point but also make 

the auditing easy and fast in case of any discrepancy. Few 

western countries have already implemented blockchain for the 

products which require high quality throughout the supply 

chain. Since the type of supply chains vary and data privacy is 

required in some stages between different parties, private 

blockchains are preferred in such scenarios to create that 

balance between truth auditability and data privacy. 
 

Keywords— Blockchain, FMCG, Source truth auditability, 

Supply Chain Management 

1. INTRODUCTION 
Supply chain management of a fast moving consumer good is a 

long chain of the product preparation starting from its raw 

materials to the final consumption by an end user that is the 

customer. It begins from the manufacturing of the raw materials, 

which then move towards the processing units, distributors and 

then finally sellers. The chain isn’t really that simple as it seems 

to be. Majority of tasks are handled by paperwork in small to 

medium scaled supply chains. The large ones, though with the 

facility of digitalization for their internal workings, don’t provide 

with the concrete source of truth to ensure the quality of the food 

being consumed by the customer. Having a quick look over the 

current supply chain and its working doesn’t reveal much about 

their underperformance in real life. Though it seems a tedious 

work over a long chain, nothing much can be done over the 

operations and working involved in it. Though, the efficiency 

can be tuned by improving the time required to solve any 

discrepancy between the multiple parties involved in the whole 

chain by automating their asset transfer operations. But the 

actual benefit lies in the ability to trace to the original source and 

having the sense of reliability that the data isn’t tampered with 

during the whole journey of product preparation. This will not 

only help the end user with a sense of satisfaction but will also 

force the intermediaries to focus on their quality control so that 

their contracts aren’t affected. 

 

The ability to have the above-mentioned functionalities without 

breaking the existing system is to have a continuous record of 

the transfer of assets taking place between the multiple parties 

along with the state of the raw materials and processed items. 

This is nothing but having a blockchain for the whole supply 

chain to make sure the data regarding the quality during the 

stages isn’t tampered with. The smart contracts, that is. the 

contracts between the multiple parties get executed 

automatically on the transfer of assets, thus reducing the time it 

takes to do so via the traditional way. This blockchain ensures 

that there is proper accountability of the data being entered into 

it regarding the product at different stages. 
 

But all this doesn’t mean that the data can be made public 

regarding the whole chain. The contracts being executed are 

made after an agreement between the parties involved, that is. 

they have a proper channel of execution between them. Their 

data privacy is a point of concern for them and wouldn’t want 

other parties to have a look into it. Therefore, to address this 

concern of the intermediaries, different types of blockchains are 

brought up called the private blockchains to address the 

enterprise level issues involved between parties with varied 

agreements and different level of privacies. These private 

blockchains, along with the advantages of public blockchains, 
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Abstract 

The research in Sentiment analysis (SA) is in vastly growing stage as people become more expressive on social media, 
blogs, forums and e-commerce websites by sharing their opinions, reviews and comments. In Aspect-level SA 
opinions about various aspect or features of an entity is extracted. Users specify aspects by explicit words (i.e. Explicit 
aspects) or sometimes the aspects must be inferred from the text (implicit aspects).Detecting implicit aspects is 
challenging but very important and limited studies focused on the extraction of implicit aspects. This paper provides 
a survey on recently proposed techniques for detecting implicit aspects. We have classified the studies according to 
approaches they have followed, also specified limitations and future work stated by authors. We have discussed 
different issues in implicit aspect extraction which will give directions for future research. 
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1. . Introduction 

Sentiment analysis (or opinion mining), is a field of research which deals with the analysis of user’s opinions, 
sentimentsexpressed in written text. SA is currently very dynamic research area due to the fast growth of internet and 
users’ active participation for sharing, commenting and discussing over blogs, forums, social sites and shopping 
portals. SA can be helpful for manufactures, governments, businesses to get the feedback /impact of their product, 
service or decision. Sentiment Analysis is done at document-level, sentence level, and aspect-level. In document-level 
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Abstract— There are various news/articles which cannot be 

read completely in the hush of our daily schedules. Thus, 

summarization comes into picture. This paper focuses on 

summarizing a text using neural networks which creates a 

summary containing the important key points of the 

text/article. This summarization will be done using neural 

networks (word2vec model).It will focus only on English 

articles. The input given will be in .txt format. Thus it will 

make a lot easier to get a quick summary of the long articles 

and derive the conclusion about what is there in the articles 

and whether they are relevant for a user according to their 

interest. 

Key words: Word2vec, Neural Network, Abstractive, 

Extractive, LSTM 

I. INTRODUCTION 

As the amount of information on the web is increasing rapidly 

day by day in different format such as text, video, images. It 

has become difficult for individuals to find relevant 

information of the interest. When user queries for information 

on the internet he gets thousands of result documents which 

may not necessarily be relevant to his concern. To find 

appropriate information, a user needs to go through the 

complete documents which results in information overload 

problem which leads to wastage of time and efforts. To deal 

with this situation of dilemma, automatic text summarization 

plays a vital role [6]. Automatic summarization compresses a 

source document into meaningful content which reflects main 

thought in the document without altering information. Thus it 

helps user to grab the main notion within short time span. If 

the user gets effective summary it helps to understand 

document at a glance without checking it completely, so time 

and efforts could be saved. Text summarization process 

undergoes in three steps analysis, transformation and 

synthesis. Analysis step analyzes source text and select 

attributes. Transformation step transforms the result of 

analysis and finally representation of summary is done in 

synthesis step. 

 In an abstract summary, the summarized text is an 

interpretation of an original text. The process of producing 

involves rewriting the original text in a shorter version by 

replacing wordy concept with shorter ones[9]. 

II. RELATED WORK 

 Types of Summarization  

A large document is entered into the computer and 

recapitulated content is returned, which is a non-redundant 

extract from the original passage. Automatic text 

summarization process model can be divided into three steps. 

First is the preprocessing of source text, second is 

interpretation of source text representation and source 

representation transformation to summary text representation 

with an algorithm and in the final step, summary text 

generation from summary representation [10] . 

 Feature extraction for Wikipedia articles is done 

using ten different feature scores which is fed to the neural 

network and the neural network returns single value 

signifying the importance of the sentence in the summary[8]. 

 There are two distinct types of features: non-

structured features (paragraph location, offset in paragraph, 

number of bonus words, number of title words, etc.) and 

structured features (rhetorical relations between units such as 

cause, antithesis, condition, contrast, etc.) [2] 

 Extractive Method:  

Extraction is mainly concerned with judging the importance, 

or indicative power, of each sentence in a given document 

[1].Extractive text summarization involves the selection of 

phrases and sentences from the source document to generate 

the new summary. Techniques involve ranking the relevance 

of phrases in order to choose only those most relevant to the 

meaning of the source. Extractive summarization is basically 

just picking up the words from the text as it is which are 

important and putting them in the summary. No interpretation 

of the text is done in this process .We also anticipate that shod 

sentences are unlikely to be included in summaries[3]. 

 There are four major challenges for extractive text 

summarization as follows: identification of the most 

important pieces of information from the document, removal 

of irrelevant information, minimizing details, and assembling 

of the extracted relevant information into a compact coherent 

report[5]. 

 Abstractive Method: 

Abstractive text summarization involves generating entirely 

new phrases and sentences to capture the meaning of the 

source document. This approach is commonly used by 

humans for getting the summary but it proves to be a 

challenging approach. Classical methods operate by selecting 

and compressing content from the source document. 

Abstractive summarization techniques tend to copy the 

process of ‘paraphrasing’ from a text rather than simply 

summarizing it. The abstractive method is more difficult and 

complex as compared to extractive.It copies the way human 

gets the summaries.   

 Techniques of Summarization 

 Bag of words:  

This model is a simplified representation which is used by 

natural language processing and information retrieval (IR). A 

text which can be a sentence or a document is represented by 

bag (multiset) of its words, disregarding grammar and even 

word order but keeping multiplicity. In this approach, words 

are tokenized which are used for each observation and 

frequency of each token is found.  

 TF-IDF:  

Tf-idf refers term frequency-inverse document frequency, 

and the tf-idf weight is a weight often used in information 

retrieval and text mining. TF-IDF weight is a statistical 

measure which is used to evaluate the importance of a word 

in a document in a collection or corpus. The importance 

shows proportional behaviour to the number of times a word 
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Development and Validation of Nusselt Number 
Correlations for Mixed Convection in an Arc-Shape 

Cavity 
R B Gurav, Mandar M Lele

     Abstract: The analytical study has been performed to 
investigate the combined effects of lid movement and buoyancy 
force parameter on mixed convective flow in an arc-shape cavity. 

-Theorem is 
used in the present study. It results in correlations for Nusselt 
number in terms of non dimensionalized parameters, viz. Re, Pr, 

against the 
experimental data of horizontal arc- shape cavity and numerical 
data of inclined arc-shape cavity obtained from open literature. 
The correlation developed in the present study for horizontal arc-
shape cavity is valid for wide ranges of Re varying from 30 to 
1500 and Gr from 0 to 107. In inclined arc-shape cavity it is valid 
for Re varying from 30 to 1500, Gr from105 to 107 and 
inclination angle from 150to 600.The close agreement in the 
comparison between predicted results by correlation developed in 
the present study and reported Nu correlation shows the validity 
of the correlation. 
     Key words: A -theorem, 
Dimensionless correlation, Mixed convection, Nu. 

I. INTRODUCTION 

The mixed convection process in lid-driven cavities has 
developed substantial importance because of its congruence 
to heat transfer performance and variety of applications like 
nuclear reactors, solar ponds, dynamics of lake and heat 
exchangers, wet clutches and solar collectors [1,2]. In order 
to analyze the flow of physics and heat transfer, 
experimental and numerical studies of mixed convection 
effect in rectangular and non-rectangular cavities have been 
reported widely in the literature. Mei-Hsia Chang et al. [4] 
studied the flow pattern and heat transfer of lid-driven flow 
inside the cavity. High Re number is used for analysis. 
Prasad and Koseff [5] performed experimental investigation 
of combined convection in deep rectangular cavities for Re 
varies from 0 to 12000.They obtained correlation for Nusselt 
number as a function of Re, Gr/Re2 and depth aspect ratios. 
However, deep analysis the heat transfer characteristics and 
fluid flow in a complex-shape cavity with dimensional 
analysis is not studied .Chin-Lung Chen et al. [6] studied the 
mixed convection effect inside a lid-driven arc-shape cavity. 
Results show that the minimum Nu is found in the transition 
zone of buoyancy-dominated and the inertia-dominated 
situations. However the correlations for Nusselt number in 
terms of non dimensionalized parameters, viz. Re, Pr, Gr etc 
were not obtained in this paper which provides useful 
information for design applications. Chin-Lung Chen et al. 
[7] continued to study combined effects of natural and  
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Forced convection effects in an inclined lid-driven arc-shape 
cavity with three physical parameters including Gr ranging 

150 to 600. Their results show that for all inclinations, 
average Nu increases as Gr increases. However the 
correlations for average Nusselt number related to 
inclination angles is not reported in this study. 
  The studies presented above are merely focused on 
numerical and experiential investigations of natural and 
mixed convection heat transfer inside the arc shape cavity. 
The objective of this study is to develop correlations using 
dimensional analysis to relate the variables of buoyancy 
effect and heat transfer characteristics of any flow 
undergoing mixed convection inside an arc-shape cavity. 
The set of dimensionless correlations relating average 
Nusselt number for mixed convection in a lid driven arc 
shaped cavity are developed -theorem in 
the present study. Validation of the obtained Nu correlations 
for horizontal and inclined arc-shape cavity is also made to 
check their applicability for combined convection flows. The 
physical model of an arc shape cavity is subjected to moving 
lid is schematically shown in Fig.1. The profile of an arc 
shape wall is defined by the expression, (x-p)2  (y-q)2 = r2. 
In this analysis the ratio p/r, q/r and r/L are fixed at 1/2, 

-shape cavity of height D 
and width L is placed horizontally. A lid maintained at lower 
temperature TL is moving from left to right with constant 
speed v. The lid speed can be varied to produce Reynolds 
number up to 1500. The bottom arc-shape wall of cavity is 
kept at higher temperature TH. 

Fig.1 An arc shape cavity with moving lid 

II. DIMENSIONAL ANALYSIS AND DATA 
REDUCTION FOR MIXED CONVECTION IN 

ARC-SHAPE CAVITY 
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ABSTRACT 

Water coolers are quite prevalent in areas with hot and dry climates. In such climates, cool drinking Desert water is also 

desirable. In the wake of climate change and rising awareness about green products, looking for ways to reduce 

consumption of electricity is the need of the hour. The goal of our work is mainly to design an attachment which will 

use basic laws of thermodynamics and design, to cool drinking water instead of consuming additional electricity. Our 

work is to design an extension device that is mounted on a desert cooler and uses the properties of certain materials to 

pass through the water cooled by the desert cooler during its usage. It includes design an extension device (accessory) 

that can be mounted on a desert cooler and utilizing the properties of certain materials to pass through the water cooled 

by the desert cooler during its usage. We analyze different geometries and materials for pipes to pass through the desert 

 is 

detected in our drinking water which passed through the piping of our designed accessory. We have analyzed different 

concept. By using this apparatus, a sufficient temperature drop is detected in our drinking water. 

KEYWORDS: Heat Transfer, Convention, Silencer Cooling, Delta Wing & Heat Dissipation 
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1. INTRODUCTION 

Desert coolers are devices that are providing cold air by using evaporative cooling of water. Cooling due to 

evaporation is different from the conventional systems used in air-conditioners. The air-conditioners are using the 

refrigeration cycles like, vapor compression refrigeration (VCR) or vapour absorption system (VAS). In 
evaporative cooling water absorbs the large amount of heat and evaporates by virtue of enthalpy of vaporization [1]. 

The dry air temperature moving around the surface   gets reduced due to the phase change from water to vapour. 

This is the classic case of evaporation. This type of air cooling is using negligible amount of energy compared to 

refrigeration. Effective evaporative cooling is observed in extremely dry climates. It gives comfortable air-

conditioning [2]. 

The cooling rate by evaporative cooling is largely depend the on the difference between dry bulb 

temperature (DBT) and wet bulb temperature (WBT) and also on the wet bulb depression. Evaporative cooling is 

the best alternative to the conventional vapour compression system and vapour absorption system in arid climates 

[3]. In the environment without arid climatic conditions the evaporative cooling system is beneficial due to proper 

humidity. Passive evaporative is an exceptional alternative to cooling system without any additional complex 

equipments and ductwork [4]. Evaporative cooling is most old and easiest water cooling method which is being 

used traditionally. Conventionally water is being stored in an earthen pot and it is being cooled due to evaporative 
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ABSTRACT 

A silencer is the passage through which exhaust gases leaves the vehicle after being combusted in the engine. The 

combustion temperature may reach close to 800ºC. Even though engines are provided with fins to keep it cool with air 

flow, the exhaust gases are forced out of the chamber while they are still hot. Thus, the silencer also gets heated by the 

effect of these gases. Hence, there is a need to reduce the effects of harmful heated exhaust gases. Therefore, 

manufacturers provide chambers within stock silencers to curb sound and emission. The exhaust gases bounce off these 

chambers and thus tend to keep the silencer hot. Extreme heat can cause a host of problems and results in the reduction of 

engine performance. Also, excess heat generation may results in deterioration of motor oil properties and it can create 

deposits on the surface of intake valves. Deposits on the air valve affect the airflow inside the engine and it is the major 

reason of poor sealing of the entire combustion chamber. This series of events lead to misfire, rough idle and also reduced 

power and fuel economy. The hot spots on the silencer surface are reducing its life. The objective of this research is to 

increase convective heat transfer coefficient of air in the annular area of silencer and its enclosure sheet to enhance heat 

transfer using passive methods. Method employed to achieve these using delta wings as vortex generators on the enclosure 

sheet of silencer. We studied the flow behavior and convection heat transfer characteristics of fluid passing through an 

annular region between silencer outer surface and an enclosed sheet. The enclosed sheet is installed with delta wing 

increases convective heat transfer coefficient and increases over all turbulence thus improves heat dissipation through the 

spaced annular r  

KEYWORDS: Heat Transfer, Convention, Silencer Cooling, Delta Wing & Heat Dissipation 
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1. INTRODUCTION 

The hot gases generated from combustion of fuel passes through the exhaust system of an automobile. A silencer is 

the passage through which exhaust gases leaves the vehicle after being combusted in the engine. The combustion 

temperature may reach close to 800°C. Even though engines are provided with fins to cool with the air flow, the 

exhaust gases are forced out of the chamber while they are still hot. Thus, the silencer also gets heated by the effect 

of these gases. The average operating temperature of most of bike silencer is around 130°C. An unavoidable side 

effect of silencer is back pressures due to this waste heat builds up on the silencer surface. If this waste heat cannot 

escape, it can overload the cooling system and can cause hotspots on the silencer surface.  

Heat transfer augmentation or heat transfer intensification is the technique used for improving the heat 

transfer performance [1]. Improvement in performance of heat transfer aspect deals with improvements in factors 

like heat transfer coefficient h, pressure drop reduction and enhancement in the Nu number [2]. Vortex generator is 
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