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ABSTRACT

Thorax diseasesausemost of the deathsall over
the world. They are causedoy fungi, bacteria,and
viruses Radiologistdfind it difficult to identify the
diseasgust by looking at X-ray imagesasa patient
may have multiple diseaseswhich may be
overlappedover other diseasesThe main aim of

classifier, for combining the output from all pre-
trained models A Voting Classifieris a machine
learning model that trains on an ensemble of
numerous models The outputs of pretrained
neural networks are combinedinto a prediction
vector, and majority voting is usedto cometo a
final prediction

this study helps radiologiststo detectthe disease Stacking Classifier or StackedGeneralizationis

with the probability of otherdiseases

We proposedan architecturein which a deep
learning framework is used for the detection of
thorax disease using the concept of transfer
learning which would reducethe vast time and
model complexity National Institute of Health
Chest X-Ray datasetis used for image pre
processingwhich containsover 1 lakh imagesof
around 30000 unique patients with 14 different
typesof thoraxdiseasesjownscaledo 224224*3
which are further augmentedand fed to different
neural network models pre-trained on ImageNet
Dataset We prepared three different models
DenseNet21, MobileNet and Inception\3, and
we analyzed the performance We used two
ensemblemodels- voting classifier and stacking
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anensemblenachingearningalgorithm It usesa

metalearning algorithm to learn how to best
combinethe predictionsfrom two or more base
machine learning algorithms It involves
combiningthe predictionsfrom multiple machine
learningmodelson the samedatasetlike bagging
and boosting By comparingboth the ensemble
model with each other and with pretrained
modelswe found out that with theseensemble
models,we outperformsalreadypresentstateof-

the-artmodels
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ABSTRACT
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ABSTRACT The problem has encounteredvarious

challengingscenariosiueto the limitation

According to WHO 1.35 million people .
of resourcesand technologiesn past In

everyyeararecut shortin roadaccidents, _ . :
this review, we survey the computer

most of them caused due to human . .
vision-based approaches and the

misconduct and ignorance To improve . : .
J P algorithmic  techniques that have

safetyoverthe roads,road perceptionand o :
y P P revolutionizedhelanedetectionproblem

lane detection plays crucial part in

avoidingaccidents Finally, we comparevarious researchers

approaches with their downfall and

Lane Detection is a constitution for . . :
limitations to predictaccuratdanesunder

variousAdvanceDriver AssistingSystem . : : :
9>y different scenariosye identify thesegaps

(ADAS) like Lane Keeping Assisting and suggestan approachthat may bridge

Syst LKAS d L D t
ystem ( ) and Lane Departure T

Warning System(LDWS). It alsoenables
Guide : Dr Ashwini Sapkal fully assistiveandautonomousiavigation
in self-driving vehicles Therefore,it has
beeneffectualfield of researcHor the past
few decades)but various milestonesare

yetto beachieved
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ABSTRACT

Keyword spotting is the method of
estimatingwhetherthe text query occurs
In the documentor not In this work, We
are presentingan efficient segmentation
free word spottingmethod,appliedin the
contextof historicaldocumentollections,
that follows the queryby-example
paradigm In our approachwe are using
an autoencodernetwork for image de
noising and image binarisation For the
binarizedimage, we are creatingpatches
using a patchbasedframework followed
by a siamesenetwork A siamesenetwork
employs two identical convolutional
networksto rank similarity betweentwo
input word images Once the network is

trained,it canthenbe usedto spotnot just
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words with varying writing styles and
backgroundsbut also to spot out of
vocabulary words that are not in the
training set The method proposed is
evaluated on the Bengali Handwritten

dataset
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ABSTRACT

The World Health Organization(WHO) reported
1.25 million deathsyearly due to road traffic
accidentsworldwide and the number has been
continuouslyincreasingover the last few years
Nearly fifth of these accidentsare caused by
distracted drivers Existing work of distracted
driver detectionis concernedwith a small set of
distractions(mostly, cell phoneusage) Unreliable
ad-hocmethodsareoftenused

This projectproposesa deeplearningapproacho
detectingmultiple distracteddriving behavioursin
order to obtain more accuratedetectionresults,a
synchronizedimage recognition systembasedon
two camerasis designed,by which the body
movementsand face of the driver are monitored
respectively In this paper, we presentthe first

networks (CNN) in this paper Commondriving
activities are identified, which are the normal
driving like looking in front or the side view
mirrors while, texting, talking on the phone,
operatingthe radio, drinking, reachingbehind,hair
and makeup,talking to a passengeare distracted
driver activities

In this project, we focuson driver distractionand
proposea methodto detectdriver distraction We

detectdriver distractionusingsingle Convolutional
NeuralNetworkmodelsuchasResNet50. In this

project, ResNet architecturehas been used for

classification This paper proposesthe use of

residual neural networks (ResNe} to perform
distracteddriver behaviour recognition ResNets
area variantof CNNs that utilise skip-connections
to realisethetrainingof very deepnetworks

publicly available datasetfor driver distraction

identification with more distraction posturesthan
existing alternatives Driver decisions and
behavioursare essentiafactorsthat can affect the
driving safety To understand the driver
behavioursadriver activitiesrecognitionsystemis
designedbasedon the deepconvolutionalneural

Department of Information Technology



Guide : Prof Geeta Patil

4/24/2021

ABSTRACT processHere,we build a smartcontractand

deploy it on Ethereumnetwork Both the

Startup companies are newly born : : :
P P y parties will act as an actor in the smart

SeFEIEs e SUERIE e CRIsENeE contract and all the transactionswill be

Dl EEUEs S sy IiE Rl codedin the smartcontractand allow to do

brilliant ideas and grow to succeed These : : :
transactions in crypto-currency In this

phenomenarementionedn the literatureof : L
project, we focus on the control which is

management, organization, and . . .
J J being transferredto multiple parties So, no

entrepreneurshipheories However, a clear : .
P o one getsa full control over it, and this will

pictureof theseentitiesis not available This :
preventany malpracticessuchas,takeaway

rojecttry t nceptualizeéhe phenomenon : :
projectiry to conceptualizehe phenomeno 'all money,frauded,etc In this project,React

e, " startup®, andrecognizethechallenges ;o\ i e ysedin frontend to create an

they might face This project proposesa ergonomic platform, Metamaskwallets are

S CRRTEIES S AN BRED B usedfor thetransactionsinfura APIswill be

build a trust betweenthe Investor and the
used, and smart contacts are based on
solidity, andNode JSwill bein the backend

partof theproject

Owner of a startup i.e, A fund raising
platform Oncetheinvestorgivespermission
to spendthe money on requestthen the
Smartcontractwill automaticallyexecutehe
codeandbasedon which the ownerwill get
its money to spend This way the investor
andthe ownerbothfeel like in control of the
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ABSTRACT

Our project focuses on four major tasks in Natural
LanguageProcessing(NLP) which are Summarization,
Text Classification, Titling, Topic Identification Text
summarizationis compressingthe source text into a
diminishedversionconservingts information contentand
overall meaning Text summarizationmethods can be
classifiedinto extractiveandabstractivesummarizationin
this projectwe took threetechnique®f summarization

We concludedwith our implementationthat Abstractive
summarization methods are much accurate Text

classification, also known as text categorization,is a

classicalproblemin NLP which aimsto assignlabelsor

tagsto textualunits suchassentencesjueries paragraphs,
anddocuments

It has a wide range of applicationsincluding question
answering, spam detection, sentiment analysis, news
categorizationandsoon. In this projectwe tried with both
Machinelearningand Deeplearningbasednodelsandwe
find out that deeplearningbasedmodelshave surpassed
classical machine learning basedapproachesn various
text classificationtasks In this project, we provide a
comprehensiveeviewof 3 modelsfor text classification

Topic modelshave beensuccessfullyusedfor analysing
text documentsTopic modellingsolvesthe following type
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of problem you have a set of text documents(such as
emails,surveyresponsessupporttickets, productreviews,
etg, andyou wantto find out the differenttopicsthatthey
cover and group them by thosetopics In this projectwe
discussand implement probabilistic topic model Latent
Dirichlet allocation Automatictitling (i.e. providingtitles)
Is one of key domainsof NLP. This project providesan
approachallowing the automatic titing of texts (e.g.
emails,fora, etc).

Title meansto understanda large article or any text
documentin two or threewords So that we can get the
idea aboutarticle without readingit and after making an
ideawe candecideto readthe whole article or not Many
times, only basedon title we can decidethat we should
readthething in detail or not Furthermoretheresultsand
conclusionof this projectfor varioustaskcouldbe a useful
computationtool for social and businesgesearchlt will

helpin selectingoestmethodsn the specifictask
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ABSTRACT

Int o d avgrld,sts a myth that you needto be a
musicexpertto generatenusic Evena persorwho
likes musiccanproducegoodquality of music We
all like to listen music and if it is possibleto
generatemusic automaticallythenit will proveto
beanewrevolutionin theworld of musicindustry
Until very recently,all musicgenerationvasdone
manuallyby meansof analoguesignals In recent
years though, music productionis done through
technology,assistedby humans The task that has
beenaccomplishedn the paperds theconstruction
of generativeneuralnetworkarchitectureghat can
efficiently portraythe complexdetailsof harmony
and melody without the need for human
interruption The usageof deeplearningto create
solutionsin the art domain has garnereda lot of
relevanceand automatedgenerationof musical

sequencebasbeenanactivearea

This projectdealswith the creationof musicusing
ABC notation relying on an LSTM-based

architecture This work is primarily fixated on
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music generationusing musical structure (notes
and chords)to assistlearning Thus, a datasetof
ABC notationsof manytunesis takenin orderto
train the model RNNs enable the model to
rememberprevious membersof the sequenceo
determineghe nextmemberhencewhy theyfit the
usecasehereimpeccably The music generateds
assessednanually on the premisethat it obeys
musical grammar So, it finally provides us a
sequencef charactersn ABC notationas output
based on the training of model The music
generateds not expectedo be professionaktudio
grademusic but a sequencdhat can hold its own
againstiscerningears It coverseveryaspectrom
following musical grammatical rules to being

unigue
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ABSTRACT

Imageto-image translationis a class of vision and

graphics problems where the goal is to learn the

mappingbetweenaninput andan outputimage It can

be appliedto a wide range of applications,such as
collection style transfer,objecttransfiguration season
transfer, photo enhancementind satellite image to

maptranslation

Our Domain that we are working on is "Generating
Standard Layer of Maps from Satellite Images"

Automatically generatingmapsfrom satellite images
IS an important task Creating maps is a very
expensiveandtime consumingprocessyetit is oneof

the mostimportantsourcesof curateddata Mapshave
commercialvalueto companiesn multiple sectorsof

the economy ride-sharing companies food delivery
companiespationalsecurityagenciesandmanyother
sectorf theeconomy

Different techniquesfor image to image translations
such as conditional adversarial networks and
conditional co-variational autoencoders are used
which takesasits input a satelliteimageat a specified
zoom level and resolution and produces the
correspondindhumanreadablemap for that location
The dataset"pix2pix dataset" used, comprised of
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satelliteimagesof New York andtheir corresponding
Google maps pages Training set consist of 1097
imagesandhavel000imagesfor validation

Conditional adversarial networks are a general
purpose solution to imageto-image translation
problems Thesenetworksnot only learnthe mapping
from inputimageto outputimage,but alsolearnaloss
function to train this mapping This makesit possible
to apply the samegenericapproachto problemsthat
traditionally would require very different loss
formulations The Conditional adversarial network
architectureis comprisedof a "generatormodel” for
outputting new plausible synthetic images, and a
"discriminator model" that classifiesimagesas real
(from the dataset) or fake (generated) The
discriminatormodel is updateddirectly, whereasthe
generator model is updated via the discriminator
model As such, the two models are trained
simultaneouslyin an adversarialprocesswhere the
generatoseekdo betterfool the discriminatorandthe
discriminator seeksto better identify the counterfeit

Images
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ABSTRACT

As we know, to reduce friction between
moving pairs a crucial componentthat is

usedis rolling elementbearing In order to

keepout power drives protectedan efficient

bearing fault diagnosissystemis essential
Thanksto 10T (internetof things),a massive
amount of data is gatheredfrom bearing
health monitoring systems The volume ,

diversity and velocity of data that is

collected from 10T is huge with varying

nature The mainproblemin existingway of

bearing fault diagnosisis that we needto

havesomesort of knowledgebeforehandin

thefield of signalprocessingndfeaturesare
manuallyextracted This limits the capability
of fault bearingdiagnosis Now, to increase
the efficiency we use deeplearningmodels
for datamining from big data
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It helps in monitoring the bearing health
more precisely than before Deep learning
methods have an edge over conventional
machineleaning methodsaswe d o nneed
to rely on domain knowledge and human
analysis The featurescausingbearingfault
are extracted automatically that humans
c a ndetéct T h a why sleeplearning has
attracted attention toward itself. Deep
learning approachesare data hungry, they
needa lot of datafor their training purpose
One of the major challengesin detecting
bearing fault is it data availability as
degradation data is collected over time.
Someinstitutionshavesuccessfullycollected
the bearingfault datawhich hasbeena great
help in developingthe model Deeplearning
canbe usedfor patterndiscoveryanduseful

predictions
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ABSTRACT to RGB values)andanimageof 4 x 4 x 1

arrayof matrix of grayscalemage
In neural networks, Convolutionalneural

network (ConvNetsor CNNS) Is one of  ygchnically,deeplearningCNN modelsto

the main categories 10 do IMage (ain andtest,eachinputimagewill passi

recognition, images  classifications i 4,gha seriesof convolutionlayerswith

Objectsdetectionsrecognitionfacesetc, fijars (Kernal, Pooling, fully connected

are some of the areaswhere CNNs are layers(FC) andapply Softmaxfunctionto
widely used CNN image classifications ¢|assifyan objectwith probabilisticvalues
take an Input image, processit and penyveeno and 1. The below figure is a

classify it under certain categories(Eg., completeflow of CNN to processaninput

Dog, Cat, Tiger, Lion). image and classifiesthe objectsbasedon

_ _ values
Computersseeaninput imageasan array

of pixels and it dependson the image
resolution Basedon the imageresolution,
it will seeh x w x d( h = Height, w =
Width, d = Dimension). Eg., An imageof

6 X 6 x 3 arrayof matrix of RGB (3 refers
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ABSTRACT In this era of the Internet information

overload has become a common

Recommendesystemsare usingin many .
phenomenorand as such a seriousissue

different domains We mainly focuseson : :
for those searching for appropriate

the applications of tourisms A widely . .
iInformation

searchedof the conferencessince many

years has been made We provide a g ithermore, various researches have

detailedandupto-datesurveyof thisfield, peen carried out on how to get

consideringthe different kinds of ways, jnformation on tourism website more

the and diversity of recommendationggective So smart intelligent tourism

algorithms, the functionalities offered by managemensystemtries to overcomethe

thesesystemsand their use of Artificial gap by noting what a tourist perceivesas

Intelligencetechniques relevant,n termsof connectingo tourism
productsin tourism websites This study

Our surveyalso providessomeguidelines : L
focusesmainly on contentbecauseit is

for the tourism recommenders and : : :
seenasthe majorfactorassociatedavith an

suggestshe mostpromisingareasof work _ _

_ - _ effectiveandsmartwebsite
In this field for the upcomingyears For

the access to easy and accurate

iInformationis the heartof our system,so
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ABSTRACT stateto relaxthis constrainton the reasoning

depth With the use of reinforcement

The Machine ReadingComprehensioris an learning, ReasoNets can dynamically

effort to teachcomputershow to understandde,[ermine whether to continue the

a passageand then to be able to answer comprehension process after digesting

questionsfrom it. It is a complex NLP 10 e diateresults,or to terminatereading

problem with a lot of ongoing research \ non it concludesthat existing information

There are a variety of real world usecases is adequateo producean answer Reasoned

for this, ranging from assistiveeducational achieve superior performancein machine

technologyto dynamicinformationretrieval comprehension  datasets, including

Teachinga computerto read and answer unstructuredCNN and Daily Mail datasets,
the Stanford SQUAD dataset, and a

structuredGraphReachability dataset

generalguestiongertainingto a documents
achallengingyetunsolvedoroblem

110l el e el IEliEl el In this project, we studied about d i er et

architecturecalled the ReasoningNetwork techniquesthat are usedin machinereading

. : (ReasoNet for machine comprehension
Guide : Prof Sandeep Samleti tasks ReasoNetsnakeuseof multiple turns

to effectively exploit and then reasonover

comprehensionWe studied and implement
R-net, S-net and LSTM techniques Work

with two di e rvaiants of reading

the relation amongqueries,documentsand comprehension i.e. Passage Question

answersDifferent from prewousapproachesComprehewOn and Multiple Choice

using a fixed number of turns during Question(MCQ) readingComprehensian

iInference ReasoNetstroducea termination

4/24/2021
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ABSTRACT enhance

Basically Sarcasmis the form of verbal
irony that is used to annoy someone
Mainly, peopleuseit to say the opposite
of wh a ttruesto make someone feel
foolish or bad In this study,we proposea
method of sarcasm detection using
explainableAl in which first our model
detectswhetherthe sentences sarcastior
not and then due to which word it
becomessarcastic The main motivation
behind determining the sarcasmis to
identify the level of hurt or the true intent
behindthe sarcastidext Optimal features
are to be selectedbefore data passesto
classificationtask So datapre-processing
makes the data clean so that the

performance of the classifier will be
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ABSTRACT

The model design consistsof three main parts,
Encoder, Synthesizerand Vocoder The general
ideais to extractthe voice essencaising a small
audio sample After that comesthe synthesisof
melspectrogranwith the extractedvoice essence
andnewspeeclcontentfrom text. Finally, the mel
spectrogramis usedto generatevoice, which is
similar to the input audio samplebut with entered
text content The mainfeatureof this modelis that
it uses much smaller audio input for sampling,
hence lesser training time as comparedto the
conventionalmethod The Encoderis basedon

scalespectrogramsTo validatethe designchoices
studies of key componentsof the system are
presentand evaluation of impact of using mel
spectrogramasthe conditioninginputto WaveNet
insteadof linguistic, duration,and FO featuresis
done Finally, comes the Vocoder which is a
modified WaveNet model to synthesize time
domain waveformsfrom those spectrogramsOn
our observatiorthatlarge sparsenetworksperform
betterthan small densenetworksandthis relation
ship holds for sparsity levels beyond 96Sparse
WaveRNNare more efficient Hence,a generation
scheme based on sub scaling that folds long
sequencesnto a batch of shortersequencesand

t h eseneralizedEnato-End loss f u n ¢ tin Oyflhws one to generatemultiple samplesat once

which we feedthe audioto be sampledthrougha
multi-layered LSTM network The keyword
segmenis extractedandvoice essencés encoded
in the final layer called d-vector The d-vector is
sent to the synthesizer for meklspectrogram
generation After Encoder comes Synthesizer,
which consistsof t h &dcotron 2" network, a
neural network architecturefor speechsynthesis
directly from text The systemis composedof a
recurrentsequencéo-sequencedeature prediction
network that maps characterembeddinggo mel
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The SubscaleNaveRNN can producel6 samples
per stepwithout loss of quality. This methodalso
offers an orthogonal method for increasing
sampling efficiency Sub scaling lets us generate
multiple samplesat oncein a batch Also usingthis
compact acoustic intermediaterepresentatioral-
lows for a significant reductionin the size of the

WaveNetarchitecture
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